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Abstract—In this paper, the ranges and velocities of multiple
extended targets are estimated by exploiting the target sparsity
in the cognitive radar system. Different from the point targets
in the traditional compressed sensing (CS) radar, the parameters
of extended targets are expressed and estimated by using a novel
CS-based model. Since the echo signals from extended targets are
the convolutions between the transmitted waveform and target
impulse responses (TIRs), the dictionary matrices in the proposed
cognitive radar for all extended targets must be first established
in the CS-based reconstruction algorithm. Then, the target pa-
rameters are estimated by reconstructing the nonzero entries
of a sparse vector. To further improve the performance of CS
reconst-ruction, a novel two-step method is proposed to minimize
the mutual coherence of the dictionary matrix by optimizing the
transmitted waveform. Simulation results demonstrate that the
estimation performance of the extended targets is significantly
improved by optimizing the transmitted waveform.

Index Terms—Compressed sensing (CS)-based radar system,
delay–Doppler plane, multiple extended targets, waveform
optimization.

I. INTRODUCTION

THE compressed sensing (CS) theory has been widely
applied in many different fields, including radar systems,

wireless communications, and image processing [1], [2]. With
the CS theory, a sparse signal can be reconstructed from far
fewer measurements than that required in traditional sampling
theory [3]–[6]. The relative Doppler shifts and delays between
the transmitted and received echoes are commonly adopted
to measure the target velocities and ranges in radar systems,
which can be represented by the corresponding points in a
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delay–Doppler plane. Therefore, by exploiting the target spar-
sity in this plane, the CS-based reconstruction algorithms are
adopted to estimate these target parameters [7].

In the CS radar with point targets, the same estimation
performance can be achieved by far fewer measurements than
that required in the traditional radars [8]. For example, the
CS-based multiple-input–multiple-output (MIMO) radar is pro-
posed in [9], where the high-resolution estimations about the
target range, angle, and velocity are achieved by a narrow-
band step frequency waveform. However, the CS-based method
has not been proposed to estimate the ranges and velocities of
multiple extended targets. Therefore, in this paper, we propose a
novel CS-based radar system to exploit the sparsity of extended
targets in the delay–Doppler plane.

On the other hand, cognitive radar as the future trend of
the radar system has been widely investigated in recent years
due to its improved performance and adaptability in different
operation environment [10]–[12]. Generally, there are three
critical elements in the cognitive radars [10]:

1) the intelligent signal processing based on the radar oper-
ation environment;

2) the feedback between the receiver and transmitter;
3) the preservation information in echo waveform.

To further improve the estimation, detection, and tracking per-
formances of cognitive radar, the transmitted waveform is opti-
mized according to the radar working environment [13]–[16].
In the existing studies, waveform optimization is mainly fo-
cused on maximizing the following two metrics [17]–[22]:

1) the mutual information between the echo waveform and
extended target;

2) the signal-to-interference-and-noise ratio (SINR) of echo
waveform.

However, it remains challenging to design CS-based cognitive
radar system particularly for the detection of multiple targets.
Both the optimization methods and objective functions in the
CS radar are different from those in the traditional radars. Fur-
thermore, both transmitted waveform and sensing matrix can be
optimized to further improve the reconstruction performance
of the CS radar [23] in achieving the cognitive operational
capability. In most cases, the sensing matrix follows the sub-
Gaussian distribution, resulting in a high probability that satisfy
the restricted isometry property (RIP) [3]. Thus, the waveform
optimization has been the primary method to improve the CS-
based reconstruction performance, which is measured by the
RIP of the dictionary matrix. However, in the cognitive radar,
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the method to improve the performance of CS reconstruction
by optimizing the transmitted waveform for multiple extended
targets has yet to be proposed.

It has been shown that obtaining the RIP is a nondeterminis-
tic polynomial-time (NP)-hard problem, and mutual coherence
is proposed as an alternative of RIP [24]. To minimize the
mutual coherence of the dictionary matrix for point targets,
several methods have been proposed by optimizing the trans-
mitted waveform [25]. For example, in [26], the power among
antennas to improve the target position and velocity estimation
performance is optimized; in [27], better target localization
performance in the angle–Doppler–range space is achieved by
minimizing the mutual coherence and improving the signal-to-
interference ratio. However, for extended targets, neither the
CS-based model nor the waveform optimization method has
been proposed.

In this paper, we investigate the range and velocity esti-
mation problem for multiple extended targets and propose a
CS-based radar model to exploit the sparsity of extended tar-
gets in the delay–Doppler plane. Different from traditional CS
radar of which the dictionary matrix only contains the delays
and Doppler shifts of the originally transmitted waveform,
the proposed CS radar adopts novel dictionary matrices for
multiple extended targets. Additionally, the sparse vector is re-
constructed by the CS-based method, where the nonzero entries
indicate the corresponding target parameters. To minimize the
mutual coherence of the dictionary matrix, we also propose a
novel two-step method for optimizing the transmitted wave-
form. In the first step, the waveforms are individually optimized
for each extended target through an iterative algorithm. In the
second step, the weight vector is optimized to combine the
output waveforms in the first step.

The organization of this paper is as follows. In Section II,
the radar system with multiple extended targets is described,
and a novel CS-based system model is formulated in the
delay–Doppler plane. In Section III, a novel method of wave-
form optimization is proposed to minimize the mutual coher-
ence of the dictionary matrix. Simulation results are given in
Section IV, and Section V discusses the relationship between
the number of targets and that of measurements. Section VI
concludes this paper.

The notations used in this paper are defined as follows.
Symbols for vectors (lower case) and matrices (upper case)
are in boldface. IN , CN (0,R), (·)T , (·)H , diag{·}, ∗, �·�,
and ‖ · ‖2 denote the N ×N identity matrices, the complex
Gaussian distribution with zero mean and covariance being R,
the transpose, the conjugate transpose (Hermitian), the diagonal
matrix, the convolution, the floor function, and the �2 norm,
respectively.

II. RADAR SYSTEM MODEL WITH

MULTIPLE EXTENDED TARGETS

A. Received Signal

In [7] and [28], the CS-based model has been studied to
describe the point targets, where the echo waveforms from
targets are the delays or Doppler shifts of the originally trans-
mitted waveform. However, when targets are large enough to

Fig. 1. Radar system model with extended targets.

occupy more than one resolution cell, it is more appropriate
to be described by extended targets [29]. As shown in Fig. 1,
there are L extended targets that are described by the target
impulse responses (TIRs) [10]–[14]. For the lth extended target,
the velocity, range, and TIR are denoted by vl, Dl, and hl(t),
respectively. Then, the echo waveform from the lth target can
be obtained as

gl(τl, fD,l, t) = hl(t− τl) ∗ s(t− τl)e
j2πfD,lt (1)

where ∗ denotes the convolution operation, s(t) (t ∈ [0, T ))
denotes the transmitted waveform, t denotes the continuous
time, T denotes the pulse duration, τl = 2Dl/c denotes the
delay, fD,l = (2vl/c)fC denotes the Doppler frequency caused
by target movement, fC denotes the carrier frequency, and c
denotes the waveform speed. Therefore, the received signal can
be expressed as the superposition of the echo waveforms from
all targets

r(t) =
L−1∑
l=0

gl(τl, fD,l, t) + n(t) (2)

where n(t) denotes the additive white Gaussian noise (AWGN).
For simplicity, the continue time signal r(t) is expressed in

the form of discrete vector. Since both delay and Doppler shift
are contained in r(t), the received signal is simplified by the
following two steps.

1) Delay: With only delay τl, the waveform gl(τl, 0, t) is
sampled with sampling frequency fS and can be ex-
pressed in a vector form as follows:

gl(τl, 0) =
[
0Nτl

, gT
l ,0NR−Nτl

−N

]T
(3)

where gl � gl(0, 0) denotes the vector form of gl(0, 0, t)
with the length being N = �Tfs�, 0Nτl

denotes a zero
vector with the length being Nτl = �τlfS�, and NR de-
notes the length of g(Dl, 0).

2) Doppler frequency: With only Doppler frequency fD,l,
the waveform gl(0, vl, t) is sampled with the sampling
frequency being fS and can be expressed in a vector
form as

gl(0, fD,l) = EN (fD,l)gl (4)

where the diagonal matrix EN (fD,l) ∈ CN×N is
defined as

EN (fD,l)�diag

{
e
j2π

fD,l
fS , e

j2π
2fD,l
fS , . . . , e

j2π
NfD,l

fS

}
.

(5)
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Fig. 2. Multiple extended targets in the delay–Doppler plane.

Denoting hl ∈ CN×1 as the vector form of hl(t), a convolu-
tion matrix can be expressed as

H l �

⎛
⎜⎜⎜⎜⎜⎝

hl(0) hl(N − 1) . . . hl(1)
hl(1) hl(0) . . . hl(2)

...
...

. . .
...

hl(N − 2) hl(N − 3) . . . hl(N − 1)
hl(N − 1) hl(N − 2) . . . hl(0)

⎞
⎟⎟⎟⎟⎟⎠

(6)

where hl(i) (i = 0, 2, . . . , N − 1) is the ith entry of hl. There-
fore, with both delay and Doppler frequency, the waveform
g(τl, fD,l, t) can be expressed in the vector form as

gl(τl, fD,l) = ENR
(fD,l)gl(Dl, 0)

= M (fD,l)D(τl)H ls (7)

where D(τl) � [0T
Nτl

×N , IN ,0T
(NR−N−Nτl

)×N ]T , 0Nτl
×N de-

notes an Nτl ×N matrix with all entries being zeros, s ∈
CN×1 denotes the vector form of s(t), and M (fD,l) �
ENR

(fD,l).
Finally, the vector form of the received signal in (2) can be

obtained as follows:

r =

L∑
l=1

gl(τl, fD,l) + n (8)

where n ∼ CN
(
0, σ2

nINR

)
denotes the AWGN noise.

B. CS-Based System Model

As shown in Fig. 2, the lth extended target with delay
τl and Doppler frequency fD,l corresponds to a point in
the delay–Doppler plane. Since the targets are sparse in
the discretized delay–Doppler plane, a novel CS-based
model is proposed here to describe the extended targets.
Denote P and Q as the number of delay and Doppler
frequency bins, respectively. The delay and Doppler frequency
are respectively discretized into (0, 1, . . . , P − 1)Δτ and
(0, 1, . . . , Q− 1)ΔfD , where Δτ and ΔfD are the delay
and Doppler frequency resolutions, respectively. Then, the
overcomplete dictionary matrix for each extended target can be
established by collecting all the echo waveforms with different

delays and Doppler frequencies. For the lth extended target,
the dictionary matrix can be expressed as

Al �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

gT
l (0 ·Δτ, 0 ·ΔfD)

gT
l (0 ·Δτ, 1 ·ΔfD)

...
gT
l (0 ·Δτ, (Q− 1) ·ΔfD)

...
gT
l (1 ·Δτ, 1 ·ΔfD)

...
gT
l ((P − 1) ·Δτ, (Q − 1) ·ΔfD)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

= KT
[
IPQ ⊗ (H ls)

T
]T

(9)

where ⊗ denotes the Kronecker product, and

K �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

DT (0 ·Δτ)MT (0 ·ΔfD)

DT (0 ·Δτ)MT (1 ·ΔfD)
...

DT (0 ·Δτ)MT ((Q − 1) ·ΔfD)
...

DT (1 ·Δτ)MT ((Q − 1) ·ΔfD)
...

DT ((P − 1) ·Δτ)MT ((Q − 1) ·ΔfD)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (10)

Thus, the echo waveform in (7) can be rewritten as

gl(τl, fD,l) = Alxl (11)

where xl denotes a sparse vector with length being P ×Q.
Note that the nonzero entries of xl represent the scattering
coefficients, and the index of the nonzero entry corresponds to
a pair of target delay and Doppler frequency.

Collecting the dictionary matrices for all extended targets,
the following dictionary matrix can be obtained as follows:

A � [A1,A2, . . . ,AL] =

⎡
⎢⎢⎢⎢⎢⎢⎣

[
IPQ ⊗ (H1s)

T
]
K[

IPQ ⊗ (H2s)
T
]
K

...[
IPQ ⊗ (HLs)

T
]
K

⎤
⎥⎥⎥⎥⎥⎥⎦

T

= KT

⎡
⎢⎢⎢⎣
(IPQ ⊗H1)
(IPQ ⊗H2)

...
(IPQ ⊗HL)

⎤
⎥⎥⎥⎦ (IPQ ⊗ s). (12)

Thus, the received signal in (8) can be rewritten as

r =
L∑

l=1

Alxl + n = Ax+ n (13)

where x � [xT
1 , . . . ,x

T
L]

T
denotes a sparse vector, with the

length being W � PQL.
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Fig. 3. Block diagram of the proposed two-step method to optimize the transmitted waveform.

When a sensing matrix Φ ∈ RM×NR is adopted to measure
the received signal r, a compressed signal can be obtained as

y = Φr = ΦA︸︷︷︸
Ψ

x+ Φn︸︷︷︸
η

(14)

where Ψ � [Ψ1,Ψ2, . . . ,ΨL], and Ψl � ΦAl. Generally, the
entries of Φ follow the Gaussian or random ±1 distribution
[30]. By exploiting the sparsity of x, very few measurements
are required to reconstruct the sparse vector x, i.e., M 	 NR.

III. WAVEFORM OPTIMIZATION

A. Mutual Coherence

To improve the performance of sparse reconstruction from
the measured signal y, a novel method is proposed here to
optimize the transmitted waveform s. When Ψ satisfies the
RIP, recent advances in CS show that x can be reconstructed
from y with a high probability. However, for a given matrix,
there is no existing method with a polynomial complexity to
check whether a matrix satisfies RIP. Thus, according to [31]
and [32], the mutual coherence of Ψ is adopted as an alternative
method to describe the reconstruction performance. The mutual
coherence is defined as

μ (Ψ) � max
i
=j

{ ∣∣ΨH(i)Ψ(j)
∣∣

‖Ψ(i)‖2 ‖Ψ(j)‖2

}
(15)

where Ψ(i) denotes the ith jth column of Ψ (i ∈
{1, 2, . . . ,W}).

To minimize μ(Ψ), the transmitted waveform is optimized to
minimize the off-diagonal entries of the following matrix [30]:

G � ΨHΨ = AHΦHΦA ≈ AHA. (16)

The inequality in (16) is due to the fact that Φ follows the stan-
dard Gaussian distribution implying that ΦHΦ approximates
an identity matrix. Then, μ (Ψ) in (15) can be approximated as

μ(Ψ) ≈ μ(G) � max
i
=j

{
Gij√
GiiGjj

}
(17)

where Gij denotes the (i, j)th entry of G.

B. Waveform Optimization

As shown in Fig. 3, a novel two-step method is proposed to
optimize the transmitted waveform and to minimize the mutual
coherence of the dictionary matrix. In the first step, the mutual
coherence for each extended target is individually minimized,
and the optimized waveforms are obtained. In the second step, a
weight vector is obtained by another iteration method. Then, for
multiple extended targets, the finally transmitted waveform is
obtained by combing the optimized waveforms in the first step
with the optimized weight vector. The details are given as
follows.

1) First Step (Individual Optimization): For the lth extended
target, the following result can be obtained from (9) and (16):

Gl � ΨH
l Ψl = (IPQ ⊗H ls)

H(KKH)T [IPQ ⊗ (H ls)] .

Therefore, the waveform design for the lth target can be rep-
resented by an optimization problem under the transmit power
constraint, i.e.,

min
s

μ (Gl)

s.t. ‖s‖22 ≤ Es (18)

where Es denotes the maximum transmitted power. We define
a diagonal matrix G̃l with the diagonal entries being the same
with Gl. If the columns of Ψ are orthogonal to each other, all
the off-diagonal entries in Gl will be zero, leading Gl to be
G̃l. Therefore, to minimize μ (Ψ), the correlation between the
columns of Gl must be as less as possible. Then, the following
equivalent optimization problem can be obtained

min
s

‖Gl − G̃l‖max

s.t. ‖s‖22 ≤ Es (19)

where ‖A‖max � maxi,j{|Aij |} denotes the maximum ab-
solute value among all the entries of A.

Since the optimization problem (19) is nonconvex and cannot
be solved efficiently, Equation (19) can be converted into [33]

min
s

‖Gl − G̃l‖F

s.t. ‖s‖22 ≤ Es (20)
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where the Frobenius norm is defined as ‖A‖F �√∑
i

∑
j |Aij |2. To solve (20), an iterative method is proposed

as follows:

1) Since all the diagonal entries of both Gl and G̃l are
nonnegative, G̃l can be decomposed as

G̃l = G̃
′H

l UH
l U lG̃

′
l

where G̃
′
l � diag{

√
G11,

√
G22, . . . ,

√
GNN}, and U l

is a unitary matrix with UH
l U l = I . Note that Gl =

ΨH
l Ψl according to (18), and (20) can be converted to

min
U l,s

f(U l, s)

s.t. ‖s‖22 ≤ Es

where f(U l, s) � ‖Ψl −U lG̃
′
l‖F .

2) Substituting (18) into f(U l, s), we have

f(U l, s) =
∥∥∥KT [IPQ ⊗ (H ls)]−U lG̃

′
l

∥∥∥
F
.

3) For a given waveform s, the unitary matrix U l minimiz-
ing f(U l, s) is

U ∗
l = U l,1U

H
l,2

where U l,1 and UH
l,2 are unitary matrices satisfying [34]

KT [IPQ ⊗ (H ls)] G̃
′−1

l = U l,1ΣlU
H
l,2.

4) After obtaining U ∗
l , we have

f(U ∗
l , sl) =

∥∥∥KT [IPQ ⊗ (H ls)]−U ∗
l G̃

′
l

∥∥∥
F

=
∥∥∥K ′(H ls)− vec

{
U ∗

l G̃
′
l

}∥∥∥
2

where vec(·) denotes a column vector by stacking the
columns of a matrix together, and

K ′ �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

M(0 ·ΔfD)D(0 ·Δτ)
...

M ((Q − 1) ·ΔfD)D(0 ·Δτ)
...

M ((Q − 1) ·ΔfD)D(1 ·Δτ)
...

M ((Q− 1) ·ΔfD)D ((P − 1) ·Δτ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Minimize f(U ∗
l , sl), and the optimized waveform s∗l for

the lth extended target can be obtained as

s∗l = (K ′H l)
+ vec

{
U ∗

l G̃
′
l

}
.

where (·)+ denotes the Moore–Penrose pseudoinverse of
a matrix.

5) If the maximum iteration number is not reached and the
mutual coherence decreases, go to Step 3 to obtain a

new unitary matrix and iteratively perform Steps 3 and 4;
otherwise, output s∗l .

2) Second Step (Weight Vector Optimization): After s∗l (l =
1, 2, . . . , L) is obtained for all the extended targets at the first
step, a weight vector α = [α1, α2, . . . , αL]

T can be adopted to
design the optimized waveform s∗

s∗ =
√
Es

S∗α

‖S∗α‖2
(21)

where waveform matrix S∗ � [s∗1, s
∗
2, . . . , s

∗
L]. To optimize

α, an iteration algorithm is proposed in Algorithm 1, and
the optimized weight vector α∗ is obtained as the output of
Algorithm 1. Then, the optimized waveform is s∗ = S∗α∗.

Algorithm 1 Weight Vector Optimization for Multiple Ex-
tended Targets

1: Input: optimized waveform matrix S∗, transmit power Es,
step δ, maximum iteration numberK , number of targets L.

2: Initialization: α0 = 1L.
3: for k = 0, . . . ,K − 1 do
4: sk = (

√
EsS

∗αk/‖S∗αk‖2).
5: With sk, obtain dictionary matrix Ak,l (1 ≤ l ≤ L)

from (9).
6: Generate Gaussian random matrix Φ.
7: Ψk,l= ΦAk,l (1 ≤ l ≤ L), and Ψk �

[Ψk,1,Ψk,2, . . . ,Ψk,L].
8: Gk = ΨH

k Ψk.
9: Obtain μ (Gk) from (17).

10: αa = αk, αs = αk, αk+1 = αk, and μ (Gk+1) =
μ (Gk).

11: for l = 1, . . . , L do
12: α̃a = αa, and [α̃a]l = [α̃a]l + δ.
13: α̃s = αs, and [α̃s]l = [α̃s]l − δ.
14: sa = (

√
EsS

∗α̃a/‖S∗α̃a‖2).
15: ss = (

√
EsS

∗α̃s/‖S∗α̃s‖2).
16: With sa, obtain dictionary matrix Aa,l (1 ≤ l ≤ L)

from (9).
17: With ss, obtain dictionary matrix As,l (1 ≤ l ≤ L)

from (9).
18: Ψa,l = ΦAa,l (1 ≤ l ≤ L), and Ψa �

[Ψa,1,Ψa,2, . . . ,Ψa,L].
19: Ψs,l = ΦAs,l (1 ≤ l ≤ L), and Ψs �

[Ψs,1,Ψs,2, . . . ,Ψs,L].
20: Ga = ΨH

a Ψa and Gs = ΨH
s Ψs.

21: Obtain μ (Ga) and μ (Gs) from (17).
22: c1 = αk+1, c2 = αa, and c3 = αs.
23: μ1 = μ(Gk+1), μ2 = μ(Ga), and μ3 = μ(Gs).
24: i∗ = argmini{μi}.
25: μ(Gk+1) ← μi∗ , αk+1 ← ci∗ , αa ← ci∗ , and

αs ← ci∗ .
26: end for
27: if αk = αk+1 then
28: Break.
29: end if
30: end for
31: Output: optimized weight vector α∗ = αk.
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TABLE I
SIMULATION PARAMETERS

In Algorithm 1, the vector with all entries being 1 is used as
an initial waveform weight vector α0. Then, a step δ is used to
fix the weight vector iteratively. At the kth iterative step, two
new weight vectors αa and αs are calculated by adding and
subtracting one entry of αk with the step δ. Therefore, three
waveforms with weight vectors αk, αa, and αs can be ob-
tained, i.e., sk, sa, and ss. Then, the dictionary matrices Ψk,
Ψa, and Ψs for all extended targets with the corresponding
waveforms sk, sa, and ss can be obtained. By calculating the
mutual coherence of all dictionary matrices, the waveform and
the corresponding weight vector which achieve the minimum
mutual coherence can be obtained, and this weight vector is
used for the next iteration and denoted αk+1. If αk+1 = αk,
stop the iteration and the optimized weight vector α∗ = αk

is achieved, and the optimized waveform can be calculated
by (21).

In Algorithm 1, the step δ is used to control the convergence
of calculating the weight vector α. Since the minimum mutual
coherence is chosen at each iteration step, the mutual coherence
is monotone decreasing. Therefore, Increasing δ appropriately
can improve the convergence rate. The simulation results for
different δ are given in Fig. 6 in Section IV. Therefore, for both
the convergence and accuracy consideration, an appropriate
δ need to be chosen, and we choose δ = 10−2 under our
simulation conditions.

IV. SIMULATION RESULTS

A. Waveform Optimization to Minimize the Mutual Coherence

First, we evaluate the proposed method to optimized the
transmitted waveform, and the simulation parameters are given
in Table I. For realistic consideration, the simulation parameters
in this paper are chosen according to [26], [28], and [35]–[37],
where the typical CS-based radar systems are described. In
the initial simulations, the SNR of the received signal is set
to be 20 dB, which can be changed for the different system
realizations. Additionally, if there are no additional statements,
the simulation parameters are the same with Table I.

In the proposed two-step method, the waveform is first indi-
vidually optimized for each extended target. As shown in Fig. 4,
the waveforms are optimized for three extended targets, and
all the mutual coherences are decreasing with the optimization
iterations. Additionally, the optimization processes with differ-
ent initial waveforms are also shown, where choosing different
initial waveforms has a limited effect on the final converged
mutual coherence. Therefore, the proposed first step of wave-
form optimization is not sensitive with the initial waveforms.

Fig. 4. Waveform optimization for different extended targets at the first step of
proposed method. (a) Waveform optimization for target 1 with different initial
waveforms. (b) Waveform optimization for target 2 with different initial wave-
forms. (c) Waveform optimization for target 3 with different initial waveforms.

Then, in the practical radar system, multiple random waveforms
can be adopted as the initial waveforms at the first step of the
iterative method. Then, the waveform with the minimal mutual
coherence is chosen as the optimal one for each extended
targets.

After obtaining the optimized waveform for each extended
target, the dictionary matrices for different targets and wave-
forms can be obtained from (18), and the corresponding mutual
coherences can be also obtained. As shown in Fig. 5, the mutual
coherences of three optimized waveforms for the corresponding
three extended targets are shown, and the optimized waveforms
for the corresponding targets cannot guarantee the minimal
mutual coherence for other targets. Therefore, the following
steps to combine these optimization waveforms are necessary.
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Fig. 5. Mutual coherence of different optimized waveforms.

Fig. 6. Obtaining the weight vector with different steps δ.

Fig. 7. Optimized waveform for multiple extended targets.

In the second step of the two-step method, a weight vector
is obtained to combine the first individually optimized wave-
forms. As shown in Fig. 6, the iterative processes to calculate
the weight vector are depended on the step δ in Algorithm 1.
For both convergence and accuracy considerations, δ = 10−2

is used in this paper. Finally, α∗ = [0.8359, 0.6189, 0.3901]T

is obtained as the weight vector, and the optimized radar
waveforms are shown in Fig. 7, where optimized waveform

Fig. 8. Sparse reconstruction in the delay–Doppler plane using OMP method.
(a) Random waveform. (b) Alltop waveform. (c) Optimized waveform.

for all extended targets are different from the ones for indi-
vidual targets. Additionally, the mutual coherence of optimized
waveform is shown in Fig. 5, where the finally optimized
waveform achieves the best mutual coherence performance for
all extended targets at the same time.

The classical CS algorithms including orthogonal match-
ing pursuit (OMP) and basis pursuit (BP) [31], [39] are
adopted to reconstruct the sparse vector. The comparisons
between the original and reconstructed scattering coefficients
in the delay–Doppler plane using OMP and BP are shown in
Figs. 8 and 9, respectively. As shown in Figs. 8(a) and 9(a), the
random waveforms are adopted as the transmitted waveform. In
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Fig. 9. Sparse reconstruction in thedelay–Doppler plane using BP method.
(a) Random waveform. (b) Alltop waveform. (c) Optimized waveform.

Figs. 8(b) and 9(b), the Alltop sequence is used as the transmit-
ted waveform. The Alltop sequence is defined in [39] and [40]

sA(n) =
1√
N

ej
2π
N n3

, n = 1, 2, . . . , N (22)

where N denotes the sample number of the transmitted wave-
form. The Alltop sequence has the ideal autocorrelation char-
acteristics in the traditional radar system. In Figs. 8(c) and 9(c),
we optimize the transmitted waveform using the proposed
method. It is observed that the optimized waveform performs
better than both the random and Alltop waveforms when either
the OMP or BP reconstruction method is adopted. However, as

Fig. 10. Sparse reconstruction performance with different SNRs. (a) Sparse
reconstruction using OMP. (b) Sparse reconstruction using BP.

in this simulation the SNR of the received signal is up to 20 dB
for the clear illustration, the advantages are not very clear.
Therefore, In the following, these three transmitted waveforms
will be compared in details in terms of normalized mses under
different conditions of SNR, target numbers, and measurement
numbers.

B. Estimation of Extended Targets With Different SNR

We compare the estimation performance of extended targets
at different SNR for random, Alltop, and optimized waveforms.
As shown in Fig. 10, we provide the normalized mse of
the sparse reconstruction using OMP and BP. It is shown in
Fig. 10(a) using OMP that, the transmitted waveform using
the proposed method always performs better than both random
and Alltop waveforms, particularly at SNR of > 15 dB. In
Fig. 10(b) using BP, it is seen that the proposed radar wave-
form optimization method significantly outperforms random
and Alltop waveforms at high SNR region (SNR > 10 dB). In
both Fig. 10(a) and (b), the floor effect due to the noise is less
obvious for the proposed optimized waveform than random and
Alltop waveforms, indicating that the proposed method is more
effective at high SNR region.
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Fig. 11. Sparse reconstruction performance with different target numbers.
(a) Sparse reconstruction using OMP. (b) Sparse reconstruction using BP.

C. Estimation of Extended Targets With Different
Target Numbers

We compare the estimation performance of extended targets
with different targets numbers for random, Alltop and opti-
mized waveforms, where the SNR of the received signal is 5 dB.
As shown in Fig. 11, we provide the normalized mse of
the sparse reconstruction using OMP and BP. It is shown in
Fig. 11(a) using OMP that, the transmitted waveform using
the proposed method performs much better than random and
Alltop waveforms when the target number is from 1 to 7. Addi-
tionally, in Fig. 11(b) using BP, we observe that the optimized
waveform is the best among the three different waveforms
for the target number from 1 to 7. Therefore, by using the
waveform optimization method, which reducing the mutual
coherence of dictionary matrix, the sparse reconstruction can
be improved with different target numbers when the general CS
reconstruction algorithms are used.

D. Estimation of Extended Targets With Different
Measurement Numbers

The estimation performances of extended targets with dif-
ferent measurement numbers are compared for random, Alltop
and optimized waveforms. As shown in Fig. 12, we provide the

Fig. 12. Sparse reconstruction performance with different measurement num-
bers. (a) Sparse reconstruction using OMP. (b) Sparse reconstruction using BP.

normalized mse of the sparse reconstruction using OMP and
BP, where the SNR of the received signal is 8 dB. We observe
from both Fig. 12(a) and (b) that, the normalized MSE is the
smallest when the number of measurements is M = 15. Either
M too small or too large increases the normalized MSE. In fact,
if M is too small, the measurements are not enough to obtain
an accurate estimate for the sparse reconstruction. If M is too
large, the mutual coherence of measurement matrix will also
increase, leading to the performance reduction. Specially, it is
shown in Fig. 12(a) using OMP that, if M > 10, the transmitted
waveform using the proposed method outperforms random
waveform and Alltop waveform. It is shown in Fig. 12(b) us-
ing BP that, if M ≥ 12, the transmitted waveform using the
proposed method outperforms random and Alltop waveforms.

V. DISCUSSIONS

To illustrate the effects of target number and measurement
number, the sparse reconstruction performance with different
target numbers or measurement numbers is shown in Fig. 13,
where the OMP algorithm is used in Fig. 13(a) and BP al-
gorithm is used in Fig. 13(b). When OMP algorithm is used,
the best measurement number increases with the target number.
However, since the TIRs and optimized waveforms are different
among extended targets, neither increasing the measurement
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Fig. 13. Sparse reconstruction performance for the consideration of both
target number and measurement number. (a) Sparse reconstruction using OMP.
(b) Sparse reconstruction using BP.

number nor decreasing the target number can guarantee the
increasing of reconstruction performance. Therefore, for dif-
ferent target numbers, the measurement number must be cho-
sen appropriately. When the BP algorithm is used, as shown
in Fig. 13(b), either increasing the measurement number or
decreasing the target number usually can improve the sparse
reconstruction performance. In our simulation results, for both
OMP and BP algorithms, when the number of extended targets
is chosen from 1 to 7, the best measurement number is around
20. Note that more considerations about the measurement num-
ber must be taken in the different scenarios.

VI. CONCLUSION

In this paper, a radar system model based on CS has been
established for multiple extended targets in the delay–Doppler
plane. Then, both OMP and BP algorithms have been adopted to
estimate the target ranges and velocities. Additionally, to mini-
mize the mutual coherence of the dictionary matrix and improve
the estimation performance, an iterative two-step method has
also been proposed. Simulation results show the convergence
of the proposed iterative algorithm and the performance im-
provement achieved by optimizing the transmitted waveform.
Future work will concentrate on the waveform optimization for
multiple extended targets in the CS radar with clutters.

REFERENCES

[1] J. Paredes, G. Arce, and Z. Wang, “Ultra-wideband compressed sensing:
Channel estimation,” IEEE J. Sel. Topics Signal Process., vol. 1, no. 3,
pp. 383–395, Oct. 2007.

[2] A. Gurbuz, J. McClellan, and W. Scott, “A compressive sensing data ac-
quisition and imaging method for stepped frequency GPRs,” IEEE Trans.
Signal Process., vol. 57, no. 7, pp. 2640–2650, Jul. 2009.

[3] E. Candes and M. Wakin, “An introduction to compressive sampling,”
IEEE Signal Process. Mag., vol. 25, no. 2, pp. 21–30, Mar. 2008.

[4] R. Baraniuk, “Compressive sensing,” IEEE Signal Process. Mag., vol. 24,
no. 4, pp. 118–121, Jul. 2007.

[5] J. Haupt and R. Nowak, “Signal reconstruction from noisy random
projections,” IEEE Trans. Inf. Theory, vol. 52, no. 9, pp. 4036–4048,
Sep. 2006.

[6] Z. Zhang, T. K. Chan, and K. H. Li, “A semidefinite relaxation approach
for beamforming in cooperative clustered multicell systems with novel
limited feedback scheme,” IEEE Trans. Veh. Technol., vol. 63, no. 4,
pp. 1740–1748, May 2014.

[7] Y. Yao, A. P. Petropulu, and H. V. Poor, “MIMO radar using compressive
sampling,” IEEE J. Sel. Areas Signal Process., vol. 4, no. 1, pp. 146–163,
Feb. 2010.

[8] I. Kyriakides, “Adaptive compressive sensing and processing of
delay–Doppler radar waveforms,” IEEE Trans. Signal Process., vol. 60,
no. 2, pp. 730–739, Feb. 2012.

[9] Y. Yu, A. P. Petropulu, and H. V. Poor, “CSSF MIMO radar: Compressive-
sensing and step-frequency based MIMO radar,” IEEE Trans. Aerosp.
Electron. Syst., vol. 48, no. 2, pp. 1490–1504, Apr. 2012.

[10] S. Haykin, “Cognitive radar: A way of the future,” IEEE Signal Process.
Mag., vol. 23, no. 1, pp. 30–40, Jan. 2006.

[11] A. Leshem, O. Naparstek, and A. Nehorai, “Information theoretic adaptive
radar waveform design for multiple extended targets,” IEEE J. Sel. Topics
Signal Process., vol. 1, no. 1, pp. 42–55, Jun. 2007.

[12] Y. Yang and R. Blum, “MIMO radar waveform design based on mutual
information and minimum mean-square error estimation,” IEEE Trans.
Aerosp. Electron. Syst., vol. 43, no. 1, pp. 330–343, Jan. 2007.

[13] Y. Nijsure et al., “Novel system architecture and waveform design for
cognitive radar radio networks,” IEEE Trans. Veh. Technol., vol. 61, no. 8,
pp. 3630–3642, Oct. 2012.

[14] X. Cheng, M. Wang, and Y. L. Guan, “Ultra-wideband channel estimation:
A Bayesian compressive sensing strategy based on statistical sparsity,”
IEEE Trans. Veh. Technol., vol. 64, no. 5, pp. 1819–1832, May 2015.

[15] W. Zhu and J. Tang, “Robust design of transmit waveform and receive
filter for colocated MIMO radar,” IEEE Signal Process. Lett., vol. 22,
no. 11, pp. 2112–2116, Jul. 2015.

[16] M. Naghsh et al., “A Doppler robust design of transmit sequence and
receive filter in the presence of signal-dependent interference,” IEEE
Trans. Signal Process., vol. 62, no. 4, pp. 772–785, Feb. 2014.

[17] W. Huleihel, J. Tabrikian, and R. Shavit, “Optimal adaptive waveform
design for cognitive MIMO radar,” IEEE Trans. Signal Process., vol. 61,
no. 20, pp. 5075–5089, Oct. 2013.

[18] P. Chavali and A. Nehorai, “Scheduling and power allocation in a cog-
nitive radar network for multiple-target tracking,” IEEE Trans. Signal
Process., vol. 60, no. 2, pp. 715–729, Dec. 2012.

[19] Y. Junkun, J. Bo, L. Hongwei, C. Bo, and B. Zheng, “Prior knowledge-
based simultaneous multibeam power allocation algorithm for cognitive
multiple targets tracking in clutter,” IEEE Trans. Signal Process., vol. 63,
no. 2, pp. 512–527, Dec. 2015.

[20] S. Wang, Q. He, and Z. He, “LFM-based waveform design for cogni-
tive MIMO radar with constrained bandwidth,” EURASIP J. Adv. Signal
Process., vol. 2014, no. 1, pp. 1–9, Jun. 2014.

[21] L. Xia et al., “Demonstration of cognitive radar for target localization
under interference,” IEEE Trans. Aerosp. Electron. Syst., vol. 50, no. 4,
pp. 2440–2455, Oct. 2014.

[22] J. Liu, H. Li, and B. Himed, “Joint optimization of transmit and receive
beamforming in active arrays,” IEEE Signal Process. Lett., vol. 21, no. 1,
pp. 39–42, Nov. 2014.

[23] J. Ender, “A brief review of compressive sensing applied to radar,” in
Proc. 14th Int. Radar Symp., Jun. 2013, pp. 3–16.

[24] T. Zhao, Y. Peng, and A. Nehorai, “Joint sparse recovery method for
compressed sensing with structured dictionary mismatches,” IEEE Trans.
Signal Process., vol. 62, no. 19, pp. 4997–5008, Jul. 2014.

[25] Y. Yu, S. Sun, R. N. Madan, and A. Petropulu, “Power allocation and
waveform design for the compressive sensing based MIMO radar,” IEEE
Trans. Aerosp. Electron. Syst., vol. 50, no. 2, pp. 898–909, Apr. 2014.

[26] S. Gogineni and A. Nehorai, “Target estimation using sparse model-
ing for distributed MIMO radar,” IEEE Trans. Signal Process., vol. 59,
no. 11, pp. 5315–5325, Nov. 2011.



CHEN et al.: ESTIMATION OF EXTENDED TARGETS BASED ON CS IN COGNITIVE RADAR SYSTEM 951

[27] A. P. Petropulu and H. V. Poor, “Measurement matrix design for com-
pressive sensing based MIMO radar,” IEEE Trans. Signal Process.,
vol. 59, no. 11, pp. 5338–5352, Nov. 2011.

[28] M. Rossi, A. Haimovich, and Y. Eldar, “Spatial compressive sensing for
MIMO radar,” IEEE Trans. Signal Process., vol. 62, no. 2, pp. 419–430,
Jan. 2014.

[29] M. Bell, “Information theory and radar waveform design,” IEEE Trans.
Inf. Theory, vol. 39, no. 5, pp. 1578–1597, Sep. 1993.

[30] J. Zhang, D. Zhu, and G. Zhang, “Adaptive compressed sensing radar
oriented toward cognitive detection in dynamic sparse target scene,” IEEE
Trans. Signal Process., vol. 60, no. 4, pp. 1718–1729, Apr. 2012.

[31] J. Tropp, “Greed is good: Algorithmic results for sparse approximation,”
IEEE Trans. Inf. Theory, vol. 50, no. 10, pp. 2231–2242, Oct. 2004.

[32] M. Elad, “Optimized projections for compressed sensing,” IEEE Trans.
Signal Process., vol. 55, no. 12, pp. 5695–5702, Dec. 2007.

[33] K. Ishibashi, K. Hatano, and M. Takeda, “Online learning of approximate
maximum p-norm margin classifiers with biases,” in Proc. 21st Annu.
COLT , Helsinki, Finland, May 2008, pp. 154–161.

[34] P. Stoica, J. Li, and X. Zhu, “Waveform synthesis for diversity-based
transmit beam pattern design,” IEEE Trans. Signal Process., vol. 56,
no. 6, pp. 2593–2598, Jun. 2008.

[35] H. Li, C. Wang, K. Wang, Y. He, and X. Zhu, “High resolution range
profile of compressive sensing radar with low computational complexity,”
IET Radar, Sonar Navigat., vol. 9, no. 8, pp. 984–990, Oct. 2015.

[36] Z. Liu, X. Wei, and X. Li, “Aliasing-free moving target detection in
random pulse repetition interval radar based on compressed sensing,”
IEEE Sensors J., vol. 13, no. 7, pp. 2523–2534, Jul. 2013.

[37] Y. Chi and Y. Chen, “Compressive two-dimensional harmonic retrieval
via atomic norm minimization,” IEEE Trans. Signal Process., vol. 63,
no. 4, pp. 1030–1042, Feb. 2015.

[38] M. Davenport and M. Wakin, “Analysis of orthogonal matching pursuit
using the restricted isometry property,” IEEE Trans. Inf. Theory, vol. 56,
no. 9, pp. 4395–4401, Sep. 2010.

[39] G. Galati and G. Pavan, “Waveforms design for modern and MIMO radar,”
in Proc. IEEE EUROCON, Zagreb, Croatia, Jul. 2013, pp. 508–513.

[40] M. Herman and T. Strohmer, “High-resolution radar via compressed
sensing,” IEEE Trans. Signal Process., vol. 57, no. 6, pp. 2275–2284,
Jun. 2009.

Peng Chen (S’14) was born in Jiangsu, China, in
1989. He received the B.E. degree from the School of
Information Science and Engineering from Southeast
University, Nanjing, China, in 2011. He is currently
working toward the Ph.D. degree with the School
of Information Science and Engineering, Southeast
University, under the supervision of Prof. L. Wu.

He is also a Visiting Ph.D. Student with the De-
partment of Electrical Engineering, Columbia Uni-
versity, New York, NY, USA, under the supervision
of Prof. X. Wang. His research interests include the

communication and radar signal processing, particularly with the radar system
optimization.

Chenhao Qi (S’06–M’10–SM’15) received the B.S.
and Ph.D. degrees in signal processing from South-
east University, Nanjing, China, in 2004 and 2010,
respectively.

From 2008 to 2010, he visited the Department
of Electrical Engineering, Columbia University,
New York, NY, USA. Since 2010, he has been with
the faculty of the School of Information Science
and Engineering, Southeast University, where he is
currently an Associate Professor. His research inter-
ests include sparse signal processing and wireless

communications.
Dr. Qi serves as a Reviewer and a Technical Program Committee Member

for several international conferences.

Lenan Wu received the M.S. degree in electronics
communication systems from Nanjing University of
Aeronautics and Astronautics, Nanjing, China, in
1987 and the Ph.D. degree in signal and informa-
tion processing from Southeast University, Nanjing,
in 1997.

Since 1997, he has been with Southeast Uni-
versity, where he is currently a Professor and the
Director of Multimedia Technical Research Institute.
He is the author or coauthor of over 400 techni-
cal papers and 11 textbooks and is the holder of

20 Chinese patents and one international patent. His research interests include
multimedia information systems and communication signal processing.

Xianbin Wang (S’98–M’99–SM’06) received the
Ph.D. degree in electrical and computer engineer-
ing from the National University of Singapore,
Singapore, in 2001.

From January 2001 to July 2002, he was a system
designer with STMicroelectronics, where he was
responsible for system design for DSL and Gigabit
Ethernet chipsets. Between July 2002 and December
2007, he was with Communications Research Cen-
tre Canada as a Research Scientist/Senior Research
Scientist. He is currently a Professor and the Canada

Research Chair with Western University, London, ON, Canada. He is the
author of over 250 peer-reviewed journal and conference papers, in addition to
24 granted and pending patents and several standard contributions. His current
research interests include fifth-generation networks, communications security,
adaptive wireless systems, and locationing technologies.

Dr. Wang is an IEEE Distinguished Lecturer. He was involved in a number
of IEEE conferences, including the IEEE Global Communications Conference;
the IEEE International Conference on Communications; the IEEE Vehicular
Technology Conference; the IEEE International Symposium on Personal, In-
door, and Mobile Radio Communications; the IEEE Wireless Communications
and Networking Conference; and the IEEE Canadian Workshop on Information
Technology, in different roles such as Symposium Chair, Tutorial Instructor,
Track Chair, Session Chair, and Technical Program Committee Chair. He
served as an Editor for IEEE TRANSACTIONS ON WIRELESS COMMUNI-
CATIONS between 2007 and 2011. He currently serves as an Editor/Associate
Editor for IEEE WIRELESS COMMUNICATIONS LETTERS, the IEEE TRANS-
ACTIONS ON VEHICULAR TECHNOLOGY, and the IEEE TRANSACTIONS ON

BROADCASTING.He has received many awards and recognitions, including the
Canada Research Chair, the CRC Presidents Excellence Award, the Canadian
Federal Government Public Service Award, the Ontario Early Researcher
Award, and three IEEE Best Paper Awards.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


