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#### Abstract

To reduce the number of phase shifters for analog precoding in millimeter wave massive multiple-input multipleoutput communications, we investigate the hybrid use of expensive phase shifters and low-cost switches. Different from the existing fixed phase shifter (FPS) architecture where the phases are fixed and independent of the channel state information, we consider variable phase shifter (VPS) whose phases are variable and subject to the hardware constraint. Based on the VPS architecture, a hybrid precoding design (HPD) scheme named VPS-HPD is proposed to optimize the phases according to the channel state information. Specifically, we alternately optimize the analog precoder and the digital precoder, where the former is converted into several subproblems and each subproblem further includes the alternating optimization of the phase matrix and switch matrix. Simulation results show that the spectral efficiency of the VPS-HPD scheme is very close to that of the fully digital precoding, higher than that of the existing MOAltMin scheme for the fully-connected architecture with much fewer phase shifters, and substantially higher than that of the existing FPS-AltMin scheme for the FPS architecture with the same number of phase shifters.


Index Terms—Alternating minimization, hybrid precoding, massive MIMO, millimeter wave (mmWave) communications

## I. Introduction

Millimeter wave (mmWave) wireless communication has drawn extensive attention, as it can provide ultra-high-speed data rate [1], [2]. On the other side, uplifting the carrier frequency to such a high frequency band will inevitably bring several challenges such as significant path loss and unfavorable atmospheric absorption [3], making it difficult for the mmWave signal to propagate in a long distance. To deal with these drawbacks, massive multiple-input multipleoutput (MIMO) is introduced for mmWave communications to form analog beams with high directivity and large beam gain.

The hardware cost of fully digital precoding becomes a prominent issue when increasing the working frequency from sub-6 GHz to mmWave band. To approach the achievable rate performance of the fully digital precoding meanwhile reducing the hardware cost, hybrid precoding and combining are proposed, where we can use much fewer radio frequency (RF) chains than the antennas [4]-[6]. Depending on whether each RF chain connecting to all the antennas or only part of the antennas, the hybrid precoding can be further detail
into fully-connected architecture [7] or partially-connected architecture [8], respectively, where the latter uses fewer phase shifters than the former but with some performance degradation. Nevertheless, either in the fully-connected or partially-connected architectures, the phase shifters play an important role. To reduce the hardware complexity and power consumption of phase shifters, the switches that only have on-off binary states are adopted for hybrid precoding and combining [9]. In [10], all the phase shifters are replaced by the low-cost switches, which can substantially reduce the hardware complexity. In [11], hybrid use of low-resolution phase shifters and switches is considered, where the switches are used for antenna selection to achieve further performance improvement. From an energy efficiency (EE) perspective [12], the closed-form expressions are provided to compare several promising hybrid beamforming architectures and the optimal numbers of antennas maximizing the EE are obtained, where significantly higher EE can be achieved by the combination of phase shifters and switches than the conventional phase shifter-only architectures. In [13], an architecture using switches to select antenna subsets and using constant phase shifters to control the phases of signals in the RF circuit is proposed, where three low-complexity algorithms are developed for per-RF chain antenna subset selection. In [14], a fixed phase shifter (FPS) architecture with the hybrid use of phase shifter with switch network is proposed, where a hybrid precoding algorithm based on alternating minimization (AltMin) is developed.

In this paper, different from the FPS architecture where the phases are fixed and independent of the channel state information (CSI), we consider variable phase shifter (VPS) whose phases are variable and subject to the hardware constraint. Based on the VPS architecture, a hybrid precoding design (HPD) scheme named VPS-HPD is proposed to optimize the phases according to the CSI. Specifically, we alternately optimize the analog precoder and the digital precoder, where the former is converted into several subproblems and each subproblem further includes the alternating optimization of the phase matrix and switch matrix. When determining the phase matrix, the hardware constraint on the phase shifters is temporarily relaxed and then the discrete optimization problem on the phases can be converted as a continuous one,


Fig. 1. A point-to-point mmWave massive MIMO system with the FPS/VPS architecture.
so that the Riemannian manifold optimization followed by the phase quantization can be used to solve it.

Notations: Symbols for vectors (lower case) and matrices (upper case) are in boldface. For a vector $\boldsymbol{a},[\boldsymbol{a}]_{m}$ denotes its $m$ th entry. For a matrix $\boldsymbol{A},[\boldsymbol{A}]_{m,:},[\boldsymbol{A}]_{:, n},[\boldsymbol{A}]_{m, n}, \boldsymbol{A}^{T}$, $\boldsymbol{A}^{-1}, \boldsymbol{A}^{H}$ and $\|\boldsymbol{A}\|_{F}^{2}$ denote the $m$ th row, the $n$th column, the entry on the $m$ th row and $n$th column, the transpose, the inverse, the conjugate transpose (Hermitian), and Frobenius norm, respectively. $\boldsymbol{I}_{L}$ denotes an $L \times L$ identity matrix. The symbols $\angle(\cdot), \mathbb{E}(\cdot), \mathcal{O}(\cdot)$ and $\mathcal{C N}(m, \boldsymbol{R})$ denote the angle of a complex-valued number, the expectation, the order of complexity, and the complex Gaussian distribution with the mean of $m$ and the covariance matrix being $\boldsymbol{R}$, respectively. The symbols $\mathbb{C}$ and $\mathbb{Z}$ denote the set of complex-valued numbers and the set of integers, respectively.

## II. Problem Formulation

Consider a point-to-point mmWave massive MIMO system with $N_{\mathrm{t}}$ and $N_{\mathrm{r}}$ antennas at the transmitter and receiver, respectively. The transmitter and receiver employ the hybrid precoding and combining with $N_{\mathrm{RF}}$ RF chains, where $N_{\mathrm{RF}} \ll N_{\mathrm{t}}$ and $N_{\mathrm{RF}} \ll N_{\mathrm{r}}$. We assume that $N_{\mathrm{s}}$ independent data streams are transmitted in parallel, where $N_{\mathrm{s}} \leq N_{\mathrm{RF}}$. The hybrid precoder includes a digital precoder at baseband (BB) and an analog precoder in the RF domain, denoted as $\boldsymbol{F}_{\mathrm{BB}} \in \mathbb{C}^{N_{\mathrm{RF}} \times N_{\mathrm{s}}}$ and $\boldsymbol{F}_{\mathrm{RF}} \in \mathbb{C}^{N_{\mathrm{t}} \times N_{\mathrm{RF}}}$, respectively. We normalize the power gain of the hybrid precoder by setting $\left\|\boldsymbol{F}_{\mathrm{RF}} \boldsymbol{F}_{\mathrm{BB}}\right\|_{F}^{2}=N_{\mathrm{s}}$. Similarly, the hybrid combiner includes a digital combiner and an analog combiner, denoted as $\boldsymbol{W}_{\mathrm{BB}} \in \mathbb{C}^{N_{\mathrm{RF}} \times N_{\mathrm{s}}}$ and $\boldsymbol{W}_{\mathrm{RF}} \in \mathbb{C}^{N_{\mathrm{r}} \times N_{\mathrm{RF}}}$, respectively. Then the received signal after hybrid combining can be expressed as

$$
\begin{equation*}
\boldsymbol{y}=\sqrt{P} \boldsymbol{W}_{\mathrm{BB}}^{H} \boldsymbol{W}_{\mathrm{RF}}^{H} \boldsymbol{H} \boldsymbol{F}_{\mathrm{RF}} \boldsymbol{F}_{\mathrm{BB}} \boldsymbol{s}+\boldsymbol{W}_{\mathrm{BB}}^{H} \boldsymbol{W}_{\mathrm{RF}}^{H} \boldsymbol{\eta} \tag{1}
\end{equation*}
$$

where $s \in \mathbb{C}^{N_{\mathrm{s}}}$ is the transmit signal subject to the constraint of maximum transmit power $P$, i.e., $\mathbb{E}\left(s s^{H}\right)=\frac{P}{N_{\mathrm{s}}} \boldsymbol{I}_{N_{\mathrm{s}}}$; $\boldsymbol{\eta} \sim \mathcal{C N}\left(0, \sigma^{2} \boldsymbol{I}_{N_{\mathrm{r}}}\right)$ is a noise term which obeys the complex Gaussian distribution with zero mean and variance of $\sigma^{2}$.

Using the widely-used Saleh-Valenzuela model, the channel matrix $\boldsymbol{H}$ in (1) is defined as

$$
\begin{equation*}
\boldsymbol{H}=\sqrt{\frac{N_{\mathrm{t}} N_{\mathrm{r}}}{L}} \sum_{l=1}^{L} \alpha_{l} \boldsymbol{a}\left(N_{\mathrm{r}}, \phi_{l}\right) \boldsymbol{a}^{H}\left(N_{\mathrm{t}}, \theta_{l}\right) \tag{2}
\end{equation*}
$$

where $L, \alpha_{l}, \theta_{l} \in(0,2 \pi)$ and $\phi_{l} \in(0,2 \pi)$ are the number of channel paths, complex channel coefficient, physical angle-ofdeparture (AoD) and physical angle-of-arrival (AoA) of the $l$ th path for $l=1,2, \ldots, L$, respectively. The channel steering vector, as a function of antenna number $N$ and AoD or AoA $\varphi$, is defined as

$$
\begin{equation*}
\boldsymbol{a}(N, \varphi) \triangleq \frac{1}{\sqrt{N}}\left[1, e^{j \pi \sin \varphi}, e^{j 2 \pi \sin \varphi}, \ldots, e^{j(N-1) \pi \sin \varphi}\right]^{T} \tag{3}
\end{equation*}
$$

for uniform linear arrays (ULAs).
For the fully-connected architecture where each RF chain connects to all the antennas via phase shifters, we need totally $N_{\mathrm{t}} N_{\mathrm{RF}}$ phase shifters. To reduce the hardware complexity, the partially-connected architecture decreases the number of phase shifters to $N_{\mathrm{t}}$, where each RF chain only connects to a subset of the antennas. Since fewer phase shifters are used, there is some performance degradation comparing to the fullyconnected one.

Note that the switches with on-off binary states are much cheaper and faster than the phase shifters [9]. Therefore, the phase shifters in the fully-connected architecture can be replaced by low-cost switches with some sacrifice of achievable rate performance [10]. To balance the hardware complexity and achievable rate performance, an architecture named FPS with hybrid use of phase shifters and switches is proposed [14]. The block diagram of the FPS architecture is shown in Fig. 1, where the analog precoder or combiner is formed by $N_{\text {RF }}$ phase shifter networks (PSNs), a switch network and $N_{\mathrm{t}}$ signal adders. Each PSN includes $N_{\mathrm{c}}$ phase shifters and therefore the FPS architecture includes $N_{\mathrm{c}} N_{\mathrm{RF}}$ phase shifters in total. In Table I, we list different numbers of phase shifters required for the fully-connected, partiallyconnected and FPS architectures. Since we normally set $N_{\mathrm{c}} \ll N_{\mathrm{t}}$, we may use much fewer phase shifters in the FPS

TABLE I
OVERHEAD COMPARISON FOR DIFFERENT MMWAVE MIMO ARCHITECTURES.

| Different architectures | Number of phase shifters | Number of switches |
| :--- | :--- | :--- |
| Fully-connected | $N_{\mathrm{t}} N_{\mathrm{RF}}$ | 0 |
| Partially-connected | $N_{\mathrm{t}}$ | 0 |
| FPS / VPS | $N_{\mathrm{c}} N_{\mathrm{RF}}$ | $N_{\mathrm{c}} N_{\mathrm{RF}} N_{\mathrm{t}}$ |

architecture than that in the fully-connected architecture. The switch network of the FPS architecture includes $N_{\mathrm{c}} N_{\mathrm{RF}} N_{\mathrm{t}}$ switches, where each switch determines the on-off state of the link between a PSN output and a signal adder. Each signal adder adds at most $N_{\mathrm{c}} N_{\mathrm{RF}}$ different signals together.

For the FPS architecture, the phase of the $i$ th phase shifter in each PSN is $2 \pi(i-1) / N_{\mathrm{c}}$ for $i=1,2, \ldots, N_{\mathrm{c}}$. Note that the phases are determined by $N_{\mathrm{c}}$. Moreover, the phases are fixed and independent of mmWave CSI, which does not fully exploit the phase-space freedom of the phase shifters.

Different with the FPS architecture, in this work we will consider a VPS architecture, where the phases are optimized according to the mmWave CSI and subject to the hardware constraints. Note that the numbers of phase shifters and switches are the same in both the VPS and FPS architectures, as shown in Table I. However, the VPS uses variable phase shifters while the FPS uses fixed ones. Due to the difference of these two architectures, their HPD schemes are completely different.

According to Fig. 1, $\boldsymbol{F}_{\mathrm{RF}}$ can be expressed as

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{RF}}=\boldsymbol{S}_{\mathrm{t}} \boldsymbol{P}_{\mathrm{t}} \tag{4}
\end{equation*}
$$

where $\boldsymbol{P}_{\mathrm{t}} \in \mathbb{C}^{N_{\mathrm{c}} N_{\mathrm{RF}} \times N_{\mathrm{RF}}}$ is a phase matrix determined by $N_{\mathrm{RF}}$ PSNs and $\boldsymbol{S}_{\mathrm{t}} \in \mathbb{Z}^{N_{\mathrm{t}} \times N_{\mathrm{c}} N_{\mathrm{RF}}}$ is a switch matrix determined by the switch network. Each entry of $S_{\mathrm{t}}$ is selected from a binary set

$$
\begin{equation*}
\mathcal{A} \triangleq\{0,1\} \tag{5}
\end{equation*}
$$

where 1 and 0 indicate the on and off states of a switch, respectively. In fact, $\boldsymbol{P}_{\mathrm{t}}$ is a generalized block diagonal matrix, where each column of $\boldsymbol{P}_{\mathrm{t}}$ has only $N_{\mathrm{c}}$ nonzero entries representing the values of $N_{\mathrm{c}}$ phase shifters. The entry on the $i$ th column and $\left((i-1) N_{\mathrm{c}}+l\right)$ th row of $\boldsymbol{P}_{\mathrm{t}}$ can be denoted as

$$
\begin{align*}
& {\left[\boldsymbol{P}_{\mathrm{t}}\right]_{(i-1) N_{\mathrm{c}}+l, i}=\frac{1}{\sqrt{N_{\mathrm{c}}}} e^{j \theta_{l i}}} \\
& \quad i=1,2, \ldots, N_{\mathrm{RF}}, l=1,2, \ldots, N_{\mathrm{c}} \tag{6}
\end{align*}
$$

where $\theta_{l i}$ is the phase of the $l$ th phase shifter in the $i$ th PSN. Suppose the resolution of the phase shifters is $b$ bits. Then all available phases form a set

$$
\begin{equation*}
\mathcal{B} \triangleq\left\{\left.\frac{2 \pi i}{2^{b}} \right\rvert\, i=1,2, \ldots, 2^{b}\right\} \tag{7}
\end{equation*}
$$

and we have $\theta_{l i} \in \mathcal{B}$.
Suppose we have already obtained a channel estimate of $\boldsymbol{H}$, denoted as $\widehat{\boldsymbol{H}}$, using existing channel estimation
methods. The singular value decomposition (SVD) of $\widehat{\boldsymbol{H}}$ can be expressed as

$$
\begin{equation*}
\widehat{\boldsymbol{H}}=\boldsymbol{V} \Lambda \boldsymbol{U}^{H} \tag{8}
\end{equation*}
$$

where $\boldsymbol{U}$ is a unitary matrix with the dimension of $N_{\mathrm{t}}$ and $\boldsymbol{V}$ is a unitary matrix with the dimension of $N_{\mathrm{r}}$. The fully digital precoder $\boldsymbol{F}_{\text {opt }}$ is determined by selecting the first $N_{\mathrm{s}}$ columns from $\boldsymbol{U}$. The fully digital combiner $\boldsymbol{W}_{\text {opt }}$ is determined by selecting the first $N_{\mathrm{s}}$ columns from $\boldsymbol{V}$.

The design of $\boldsymbol{F}_{\mathrm{RF}}$ and $\boldsymbol{F}_{\mathrm{BB}}$ aims to approximate $\boldsymbol{F}_{\mathrm{opt}}$ by minimizing their Euclidean distance, which can be written as

$$
\begin{align*}
\min _{\boldsymbol{S}_{\mathrm{t}}, \boldsymbol{P}_{\mathrm{t}}, \boldsymbol{F}_{\mathrm{BB}}} & \left\|\boldsymbol{F}_{\mathrm{opt}}-\boldsymbol{S}_{\mathrm{t}} \boldsymbol{P}_{\mathrm{t}} \boldsymbol{F}_{\mathrm{BB}}\right\|_{F}^{2}  \tag{9a}\\
\text { s.t. } & \angle\left(\left[\boldsymbol{P}_{\mathrm{t}}\right]_{i, l}\right) \in \mathcal{B}, \forall i, l,  \tag{9b}\\
& {\left[\boldsymbol{S}_{\mathrm{t}}\right]_{m, n} \in \mathcal{A}, \forall m, n, }  \tag{9c}\\
& \left\|\boldsymbol{S}_{\mathrm{t}} \boldsymbol{P}_{\mathrm{t}} \boldsymbol{F}_{\mathrm{BB}}\right\|_{F}^{2}=N_{\mathrm{s}} . \tag{9d}
\end{align*}
$$

Note that the constraint in (9d) can be temporarily neglected. Then (9) can be rewritten as

$$
\begin{align*}
\min _{\boldsymbol{S}_{\mathrm{t}}, \boldsymbol{P}_{\mathrm{t}}, \boldsymbol{F}_{\mathrm{BB}}} & \left\|\boldsymbol{F}_{\mathrm{opt}}-\boldsymbol{S}_{\mathrm{t}} \boldsymbol{P}_{\mathrm{t}} \boldsymbol{F}_{\mathrm{BB}}\right\|_{F}^{2}  \tag{10a}\\
\text { s.t. } & \angle\left(\left[\boldsymbol{P}_{\mathrm{t}}\right]_{i, l}\right) \in \mathcal{B}, \forall i, l,  \tag{10b}\\
& {\left[\boldsymbol{S}_{\mathrm{t}}\right]_{m, n} \in \mathcal{A}, \forall m, n . } \tag{10c}
\end{align*}
$$

Once the solutions of (10) is obtained, we can adjust $\boldsymbol{F}_{\mathrm{BB}}$ to satisfy (9d) [15]. Note that (10) is a non-convex NP-hard optimization problem. In the following, we will elaborate on how to solve it.

## III. Hybrid Precoder Design

The optimization problem of (10) involves three matrices $\boldsymbol{S}_{\mathrm{t}}, \boldsymbol{P}_{\mathrm{t}}$ and $\boldsymbol{F}_{\mathrm{BB}}$, which are coupled and difficult to handle. Therefore, we consider using alternating optimization to iteratively solve it. Specifically, we alternately optimize the analog precoder and the digital precoder, where the analog precoder optimization is converted into several subproblems and each subproblem further includes the alternating optimization of the phase matrix and switch matrix. In the following, we first determine $\boldsymbol{S}_{\mathrm{t}}$ and $\boldsymbol{P}_{\mathrm{t}}$ for given $\boldsymbol{F}_{\mathrm{BB}}$ in the first subsection, then determine $\boldsymbol{F}_{\mathrm{BB}}$ for given $\boldsymbol{S}_{\mathrm{t}}$ and $\boldsymbol{P}_{\mathrm{t}}$ in the second subsection, and finally analyze the convergence and computational complexity in the last subsection.

## A. Phase Matrix and Switch Matrix Optimization for Analog Precoder Design

Given $\boldsymbol{F}_{\mathrm{BB}}$, an estimate of $\boldsymbol{F}_{\mathrm{RF}}$, denoted as $\widehat{\boldsymbol{F}}_{\mathrm{RF}}$, can be expressed as

$$
\begin{equation*}
\widehat{\boldsymbol{F}}_{\mathrm{RF}}=\boldsymbol{F}_{\mathrm{opt}} \boldsymbol{F}_{\mathrm{BB}}^{H}\left(\boldsymbol{F}_{\mathrm{BB}} \boldsymbol{F}_{\mathrm{BB}}^{H}\right)^{-1} \tag{11}
\end{equation*}
$$

Then we can determine $S_{\mathrm{t}}$ and $\boldsymbol{P}_{\mathrm{t}}$ by the following optimization problem as

$$
\begin{align*}
\min _{\boldsymbol{S}_{\mathrm{t}}, \boldsymbol{P}_{\mathrm{t}}} & \left\|\widehat{\boldsymbol{F}}_{\mathrm{RF}}-\boldsymbol{S}_{\mathrm{t}} \boldsymbol{P}_{\mathrm{t}}\right\|_{F}^{2} \\
\text { s.t. } & \angle\left(\left[\boldsymbol{P}_{\mathrm{t}}\right]_{i, l}\right) \in \mathcal{B}, \forall i, l, \\
& {\left[\boldsymbol{S}_{\mathrm{t}}\right]_{m, n} \in \mathcal{A}, \forall m, n . } \tag{12}
\end{align*}
$$

We denote the nonzero entries of the $i$ th column of $\boldsymbol{P}_{\mathrm{t}}$ as $\boldsymbol{p}_{i}$, i.e.,

$$
\begin{align*}
{\left[\boldsymbol{p}_{i}\right]_{k} } & =\left[\boldsymbol{P}_{\mathrm{t}}\right]_{(i-1) N_{\mathrm{c}}+k, i}, \\
k & =1,2, \ldots, N_{\mathrm{c}}, i=1,2, \ldots, N_{\mathrm{RF}} . \tag{13}
\end{align*}
$$

From (13), if $\boldsymbol{p}_{i}$ for $i=1,2, \ldots, N_{\mathrm{RF}}$ is given, we can determine $\boldsymbol{P}_{\mathrm{t}}$ by replacing the $i$ th diagonal entry of $\boldsymbol{I}_{N_{\mathrm{RF}}}$ with $\boldsymbol{p}_{i}$. We denote the $i$ th submatrix of $\boldsymbol{S}_{\mathrm{t}}$, which is made up of the columns from $(i-1) N_{\mathrm{c}}+1$ to $i N_{\mathrm{c}}$ of $\boldsymbol{S}_{\mathrm{t}}$ as $\boldsymbol{Q}_{i}$, i.e.,

$$
\begin{align*}
{\left[\boldsymbol{Q}_{i}\right]_{k, l} } & =\left[\boldsymbol{S}_{\mathrm{t}}\right]_{k,(i-1) N_{\mathrm{c}}+l} \\
k & =1,2, \ldots, N_{\mathrm{t}}, l=1,2, \ldots, N_{\mathrm{c}} . \tag{14}
\end{align*}
$$

Based on (14), if $\boldsymbol{Q}_{i}$ for $i=1,2, \ldots, N_{\mathrm{RF}}$ is given, we can determine $S_{\mathrm{t}}$ by

$$
\begin{equation*}
\boldsymbol{S}_{\mathrm{t}}=\left[\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}, \ldots, \boldsymbol{Q}_{N_{\mathrm{RF}}}\right] \tag{15}
\end{equation*}
$$

Then (12) can be converted into $N_{\mathrm{RF}}$ independent subproblems, where the $i$ th subproblem for $i=1,2, \ldots, N_{\mathrm{RF}}$ is written as

$$
\begin{align*}
\min _{\boldsymbol{Q}_{i}, \boldsymbol{p}_{i}} & \left\|\left[\widehat{\boldsymbol{F}}_{\mathrm{RF}}\right]_{:, i}-\boldsymbol{Q}_{i} \boldsymbol{p}_{i}\right\|_{F}^{2}  \tag{16a}\\
\text { s.t. } & {\left[\boldsymbol{Q}_{i}\right]_{m, n} \in \mathcal{A}, \forall m, n }  \tag{16b}\\
& \angle\left(\left[\boldsymbol{p}_{i}\right]_{k}\right) \in \mathcal{B}, k=1,2, \ldots, N_{\mathrm{c}} . \tag{16c}
\end{align*}
$$

From (16), $\boldsymbol{Q}_{i}$ and $\boldsymbol{p}_{i}$ are coupled. Again we resort to alternating minimization to solve it.

1) Determination of $\boldsymbol{p}_{i}$ given $\boldsymbol{Q}_{i}$ : Given $\boldsymbol{Q}_{i}$, the determination of $\boldsymbol{p}_{i}$ based on (16) can be rewritten as

$$
\begin{align*}
\min _{\boldsymbol{p}_{i}} & \left\|\left[\widehat{\boldsymbol{F}}_{\mathrm{RF}}\right]_{:, i}-\boldsymbol{Q}_{i} \boldsymbol{p}_{i}\right\|_{F}^{2} \\
\text { s.t. } & \angle\left(\left[\boldsymbol{p}_{i}\right]_{k}\right) \in \mathcal{B}, k=1,2, \ldots, N_{\mathrm{c}} . \tag{17}
\end{align*}
$$

Each entries in $\boldsymbol{p}_{i}$ is selected from a candidate set. For the exhaustive search, it needs to find a best combination from $2^{b N_{c}}$ ones. For example, if $b=3$ and $N_{\mathrm{c}}=8$, it needs to exhaustively search from $2^{24}=16777216$ combinations, implying that it is computationally inefficient. To reduce the computational complexity, we may temporarily relax the hardware constraint in (17) by converting the discrete entries of $\boldsymbol{p}_{i}$ into continuous ones, which can be expressed as

$$
\begin{align*}
\min _{\boldsymbol{p}_{i}} & \left\|\left[\widehat{\boldsymbol{F}}_{\mathrm{RF}}\right]_{:, i}-\boldsymbol{Q}_{i} \boldsymbol{p}_{i}\right\|_{F}^{2} \\
\text { s.t. } & \left|\left[\boldsymbol{p}_{i}\right]_{k}\right|=\frac{1}{\sqrt{N_{\mathrm{c}}}}, k=1,2, \ldots, N_{\mathrm{c}} \tag{18}
\end{align*}
$$

Note that (18) is a typical Riemannian manifold optimization problem and can be solved by the existing toolbox. Suppose we obtain a solution $\widetilde{\boldsymbol{p}}_{i}$ from (18). Then the phases of $\widetilde{\boldsymbol{p}}_{i}$ is denoted as $\widetilde{\theta}_{k i} \triangleq \angle\left(\left[\tilde{\boldsymbol{p}}_{i}\right]_{k}\right)$ for $k=1,2, \ldots, N_{\mathrm{c}}$. We make the phase quantization of $\tilde{\theta}_{k i}$ by solving

$$
\begin{equation*}
\widetilde{\theta}_{k i}=\arg \min _{\theta \in \mathcal{B}}\left|\widetilde{\theta}_{k i}-\theta\right| \tag{19}
\end{equation*}
$$

so that we can obtain a feasible solution for (17).

```
Algorithm 1 VPS-HPD Scheme
    Input: \(\widehat{\boldsymbol{H}}\)
    Obtain \(\boldsymbol{F}_{\text {opt }}\) via (8).
    Initialize \(\boldsymbol{F}_{\mathrm{BB}}\) as a random full-column-rank matrix.
    repeat
        Obtain \(\widehat{\boldsymbol{F}}_{\mathrm{RF}}\) via (11).
        for \(i=1: N_{\mathrm{RF}}\) do
            Initialize \(\boldsymbol{Q}_{i}\) as a random binary matrix.
            repeat
                Obtain \(\boldsymbol{p}_{i}\) via (18) and (19).
                Obtain \(\boldsymbol{Q}_{i}\) via (21).
            until stop condition (1) is satisfied
        end for
        Obtain \(\boldsymbol{P}_{\mathrm{t}}\) and \(\boldsymbol{S}_{\mathrm{t}}\) via (13) and (15), respectively.
        Obtain \(\boldsymbol{F}_{\mathrm{BB}}\) by (22).
    until stop condition (2) is satisfied
    Normalize \(\boldsymbol{F}_{\mathrm{BB}}\) by (23).
    Output: \(\boldsymbol{F}_{\mathrm{BB}}, \boldsymbol{S}_{\mathrm{t}}, \boldsymbol{P}_{\mathrm{t}}\).
```

2) Determination of $\boldsymbol{Q}_{i}$ given $\boldsymbol{p}_{i}$ : For a given $\boldsymbol{p}_{i}$, (16) can be rewritten as

$$
\begin{array}{ll}
\min _{\boldsymbol{Q}_{i}} & \left\|\left[\widehat{\boldsymbol{F}}_{\mathrm{RF}}\right]_{:, i}-\boldsymbol{Q}_{i} \boldsymbol{p}_{i}\right\|_{F}^{2} \\
\text { s.t. } & {\left[\boldsymbol{Q}_{i}\right]_{m, n} \in \mathcal{A}, \forall m, n .} \tag{20}
\end{array}
$$

In fact, (20) can be converted into $N_{\mathrm{t}}$ independent subproblems, where the $m$ th subproblem for $m=1,2, \ldots, N_{\mathrm{t}}$ can be expressed as

$$
\begin{array}{cl}
\min _{\left[\boldsymbol{Q}_{i}\right]_{m,:}} & \left|\left[\widehat{\boldsymbol{F}}_{\mathrm{RF}}\right]_{m, i}-\left[\boldsymbol{Q}_{i}\right]_{m,:} \boldsymbol{p}_{i}\right| \\
\text { s.t. } & {\left[\boldsymbol{Q}_{i}\right]_{m, n} \in \mathcal{A}, n=1,2, \ldots, N_{\mathrm{c}}} \tag{21}
\end{array}
$$

Each subproblem can be solved by the exhaustive search to find a best combination from $2^{N_{\mathrm{c}}}$ ones. If $N_{\mathrm{c}}=8$, we needs to search from $2^{8}=256$ combinations, which is computationally tractable.

Given a random and binary initialization of $\boldsymbol{Q}_{i}$, we can iteratively run the procedures described by the equations from (17) to (21) until stop condition (1) is satisfied, where stop condition (1) can be set as equaling a predefined number of iterations. Then optimized $\boldsymbol{Q}_{i}$ and $\boldsymbol{p}_{i}$ can be obtained. Consequently, we can obtain $\boldsymbol{S}_{\mathrm{t}}$ and $\boldsymbol{P}_{\mathrm{t}}$ via (14) and (13), respectively.

## B. Digital Precoder Design

Given $\boldsymbol{S}_{\mathrm{t}}$ and $\boldsymbol{P}_{\mathrm{t}}$, which are equivalent as given $\boldsymbol{F}_{\mathrm{RF}}$ according to (4), we can compute $\boldsymbol{F}_{\mathrm{BB}}$ in (10) by the least square method as

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{BB}}=\left(\boldsymbol{P}_{\mathrm{t}}^{H} \boldsymbol{S}_{\mathrm{t}}^{H} \boldsymbol{S}_{\mathrm{t}} \boldsymbol{P}_{\mathrm{t}}\right)^{-1} \boldsymbol{P}_{\mathrm{t}}^{H} \boldsymbol{S}_{\mathrm{t}}^{H} \boldsymbol{F}_{\mathrm{opt}} \tag{22}
\end{equation*}
$$

Given an random initialization of $\boldsymbol{F}_{\mathrm{BB}}$ which is full column rank, we can determine $\boldsymbol{S}_{\mathrm{t}}$ and $\boldsymbol{P}_{\mathrm{t}}$, based on which we can further obtain an optimized $\boldsymbol{F}_{\mathrm{BB}}$. In this way, we can iteratively optimize $\boldsymbol{S}_{\mathrm{t}}, \boldsymbol{P}_{\mathrm{t}}$ and $\boldsymbol{F}_{\mathrm{BB}}$ until stop condition (2)


Fig. 2. SE comparisons of the VPS architecture with the other ones.
is satisfied where stop condition (2) can be set as equaling a predefined number of iterations.

Finally, to satisfy the constraint of (9d), we normalize the digital precoder $\boldsymbol{F}_{\mathrm{BB}}$ as the new one by

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{BB}} \leftarrow \frac{\sqrt{N_{\mathrm{s}}}}{\left\|\boldsymbol{S}_{\mathrm{t}} \boldsymbol{P}_{\mathrm{t}} \boldsymbol{F}_{\mathrm{BB}}\right\|_{F}^{2}} \boldsymbol{F}_{\mathrm{BB}} . \tag{23}
\end{equation*}
$$

The detailed steps of the proposed VPS-HPD scheme is summarized in Algorithm 1. Note that the hybrid combining design including $\boldsymbol{W}_{\mathrm{RF}}$ and $\boldsymbol{W}_{\mathrm{BB}}$ are similar.

## C. Convergence and Computational Complexity Analysis

1) Convergence: For the VPS-HPD scheme, when using alternating optimization to solve $N_{\mathrm{RF}}$ subproblems in (16), we adopt the Riemannian manifold optimization and exhaustive search to determine $\boldsymbol{p}_{i}$ and $\boldsymbol{Q}_{i}$, respectively. Note that the Riemannian manifold optimization can guarantee the monotonic decreasing of the objective function of (18) in each iteration. The exhaustive search can also guarantee the result of $\boldsymbol{Q}_{i}$ is optimal in each iteration. Therefore, the convergence of the VPS-HPD scheme can be verified.
2) Computational Complexity: Suppose the predefined numbers of iterations for stop condition (1) and stop condition (2) are $N_{\max }^{(1)}$ and $N_{\max }^{(2)}$, The alternating optimization of the analog precoder and the digital precoder is performed for $N_{\text {max }}^{(2)}$ iterations. During each iteration, the analog precoder design is converted into $N_{\mathrm{RF}}$ subproblems, where each subproblem further includes the alternating optimization of the phase matrix and switch matrix for $N_{\text {max }}^{(1)}$ iterations. When optimizing the switch matrix, it is further converted into $N_{\mathrm{t}}$ subproblems and each subproblem needs $2^{N_{\mathrm{c}}}$ iterations for the exhaustive search. Then the computational complexity for the VPS-HPD is

$$
\begin{equation*}
\mathcal{O}\left(N_{\max }^{(1)} N_{\mathrm{RF}} N_{\max }^{(2)}\left(N_{\mathrm{t}} 2^{N_{\mathrm{c}}}+\xi\right)\right) \tag{24}
\end{equation*}
$$



Fig. 3. SE comparisons of the VPS-HPD scheme with different $N_{\mathrm{C}}$.
where $\xi$ represents the number of complex-valued multiplication to obtain a solution using the Riemannian manifold optimization.

## IV. Simulation Results

The considered mmWave massive MIMO system includes a transmitter equipped with $N_{\mathrm{t}}=128$ antennas and a receiver equipped with $N_{\mathrm{r}}=16$ antennas. For both the transmitter and receiver, we use $N_{\mathrm{RF}}=4 \mathrm{RF}$ chains to support $N_{\mathrm{s}}=4$ independent data steams. The resolution of phase shifters is $b=3$ bits. The mmWave MIMO channel matrix is generated based on the Saleh-Valenzuela model, where the number of channel path is set to be $L=4$ with $\alpha_{1} \sim \mathcal{C N}(0,1)$ and $\alpha_{l} \sim \mathcal{C N}(0,0.1)$ for $l=2,3,4$.

## A. Spectral Efficiency Comparison

We evaluate the spectral efficiency (SE) of different HPD schemes for different architectures, including the VPS-HPD scheme for the VPS architecture, the FPS-AltMin scheme for the FPS architecture [14], the MO-AltMin scheme for the fully-connected architecture [15], and the fully digital precoding. Note that the fully digital precoding needs the same number of RF chains as that of the antennas, and therefore is hardware-expensive and only used as the performance upper bound. For fair comparisons between VPS-HPD and FPSAltMin, we set $N_{\mathrm{c}}=8$.

As shown in Fig. 2, the SE of VPS-HPD is very close to the performance bound. The SE of VPS-HPD is better than that of MO-AltMin with much fewer phase shifters, owing to the use of low-cost switch networks in VPS-HPD. Moreover, VPSHPD substantially outperforms FPS-AltMin with the same number of phase shifters, since we can sufficiently exploit the flexibility of phase shifters by optimizing the phase matrix according to the CSI. The number of phase shifters for both VPS-HPD and FPS-AltMin is 64, while that for MO-AltMin

TABLE II
POWER CONSUMPTION COMPARISON FOR DIFFERENT MMWAVE MIMO ARCHITECTURES.

| Different architectures | Number / Power of phase shifters | Number / Power of switches | Total power |
| :--- | :--- | :--- | :--- |
| Fully-connected | $576 / 17.28 \mathrm{~W}$ | $0 / 0 \mathrm{~W}$ | 17.28 W |
| FPS / VPS | $64 / 1.92 \mathrm{~W}$ | $4608 / 4.61 \mathrm{~W}$ | 6.53 W |

is 576 , implying that we can save up to $88.9 \%$ phase shifters by introducing the switch networks.

We also evaluate the SE of VPS-HPD for different $N_{\mathrm{c}}$. It is seen from Fig. 3 that the increasing $N_{\mathrm{c}}$ leads to better performance. When $N_{\mathrm{c}}=8$, the performance gap between VPS-HPD and the upper bound is $0.23 \mathrm{bps} / \mathrm{Hz}$. The performance gap between $N_{\mathrm{c}}=8$ and $N_{\mathrm{c}}=4$ is $1.26 \mathrm{bps} / \mathrm{Hz}$, while the latter can save 32 phase shifters compared to the former.

## B. Power Consumption Comparison

In Table II, we compare the power consumption for different architectures, including the fully-connected, FPS and VPS architectures. Since the same numbers of antennas and RF chains are used for different architectures, we focus on the total power consumption coming from the phase shifters and switches. The number of phase shifters used by the transmitter and receiver for FPS and VPS is the same $2 N_{\mathrm{c}} N_{\mathrm{RF}}=64$, while that for the fully-connected architecture is $\left(N_{\mathrm{t}}+N_{\mathrm{r}}\right) N_{\mathrm{RF}}=576$. The number of switches used by the transmitter and receiver for FPS and VPS is the same $\left(N_{\mathrm{t}}+N_{\mathrm{r}}\right) N_{\mathrm{RF}} N_{\mathrm{c}}=4608$. Since the power consumption of each phase shifter or each switch is 30 mW or 1 mW [12], respectively, the total power consumption of the fully-connected, FPS and VPS architectures is 17.28 W , 6.53 W and 6.53 W , respectively.

From the above discussion, the total power consumption of the fully-connected architecture is almost three times of that of the FPS or VPS architectures, while the SE performance of the fully-connected architecture is still worse than that of VPS and only slightly better than that of FPS according to Fig. 2. Therefore, the effectiveness of replacing high-resolution phase shifters by the low-cost switches is verified.

## V. Conclusions

In this paper, we have proposed the VPS-HPD scheme to alternately optimize the analog precoder and the digital precoder, where the former has been converted into several subproblems and each subproblem further includes the alternating optimization of the phase matrix and switch matrix. Simulation results have shown that the spectral efficiency of the VPS-HPD scheme is very close to that of the fully digital precoding, higher than that of the existing MO-AltMin scheme for the fully-connected architecture with much fewer phase shifters, and substantially higher than that of the existing FPS-AltMin scheme for the FPS architecture with the same number of phase shifters. The future work will be continued with the focus on hardware efficient architecture for mmWave massive MIMO.
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