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Abstract—In this paper, we consider the pilot design based on the mutual incoherence property (MIP) for sparse channel estimation in orthogonal frequency-division multiplexing (OFDM) systems. With respect to the length of channel impulse response (CIR), we first derive a sufficient condition for the optimal pilot pattern generated from the cyclic different set (CDS). Since the CDS does not exist for most practical OFDM systems, we propose three pilot design schemes to obtain a near-optimal pilot pattern. The first two schemes, including stochastic sequential search (SSS) and stochastic parallel search (SPS), are based on the stochastic search. The third scheme called iterative group shrinkage (IGS) employs a tree-based searching structure and removes rows in a group instead of removing a single row at each step. We later extend our work to multiple-input–multiple-output (MIMO) systems and propose two schemes, i.e., sequential design scheme and joint design scheme. We also combine them to design the multiple orthogonal pilot patterns, i.e., using the sequential scheme for the first several transmit antennas and using the joint scheme to design the pilot pattern for the remaining transmit antennas. Simulation results show that the proposed SSS, SPS, and IGS converge much faster than the cross-entropy optimization and the exhaustive search and are thus more efficient. Moreover, SSS and SPS outperform IGS in terms of channel estimation performance.

Index Terms—Compressed sensing (CS), massive multiple-input–multiple-output (MIMO), pilot design, sparse channel estimation.

I. INTRODUCTION

Recent advances in compressed sensing (CS) have demonstrated that the application of sparse recovery to channel estimation, i.e., sparse channel estimation, can be more efficient than the conventional channel estimation approaches due to the sparse nature of multipath wireless channels [1], [2]. The CS techniques for pilot-assisted channel estimation have been widely investigated [3]–[5], and many sparse recovery algorithms have been applied for channel estimation, e.g., orthogonal matching pursuit (OMP), compressive sampling matching pursuit, and basis pursuit. Another focus of the sparse channel estimation is the design of pilots. According to the restricted isometry property (RIP) [6], it has been shown that the measurement using random matrices guarantees a high probability of sparse recovery, indicating that the randomly generated pilot pattern is statistically optimal. However, the implementation of the random pilot pattern is more challenging in practical systems due to its high complexity, large storage, and low efficiency. To the best of authors’ knowledge, most commercial orthogonal frequency-division multiplexing (OFDM) systems employ a deterministic pilot pattern, which allocates a time–frequency unit for each pilot symbol and keeps it unchanged during the data transmission. Therefore, in this paper, we focus on the deterministic pilot design for sparse channel estimation in OFDM systems. In [7] and [8], it has been shown that the pilot pattern generated from the cyclic different set (CDS) is optimal, and in [9], we have proposed an iterative tree-based searching algorithm to obtain a deterministic pilot pattern. In [10] and [11], two pilot design schemes based on cross-entropy optimization and stochastic approximation, respectively, are proposed to minimize the mean square error (MSE) using the channel data. In [12], a pilot allocation method based on genetic algorithm (GA) and shifting mechanism is proposed for multiple-input–multiple-output (MIMO) OFDM systems. In [13], a pilot design scheme for OFDM transmission over two-way relay networks is presented. However, it assumes the number of OFDM subcarriers to be prime.

In this paper, unlike the work in [10] and [11], we consider the pilot design based on the mutual incoherence property (MIP), which avoids acquiring of channel data. We first analyze the impact of different lengths of channel impulse response (CIR) and provide a sufficient condition that guarantees the pilot pattern generated from the CDS to be optimal. Then, we propose three pilot design schemes to obtain a near-optimal pilot pattern. The first two schemes are based on the stochastic search, namely, stochastic sequential search (SSS) and stochastic parallel search (SPS). The third scheme called iterative group shrinkage (IGS) removes rows in a group instead of removing a single row at each time. Considering the greedy manner of the IGS-based algorithm, a tree-based searching structure is applied to keep several best intermediate results rather than only the best result at each iteration. Finally, we extend our work to MIMO systems. Two schemes are proposed, including the sequential design and the joint design of the pilot.
patterns for multiple transmit antennas. Extensive numerical comparisons are conducted for the proposed SSS-, SPS-, and IGS-based pilot design schemes, as well as the extension schemes for MIMO systems. In particular, we compared the proposed SSS, SPS, and IGS schemes with the cross-entropy optimization [10], which has already shown to outperform GA [12] and particle swarm optimization (PSO).

The remainder of this paper is organized as follows. Section II formulates the OFDM pilot-assisted channel estimation as a sparse recovery problem. Section III presents a sufficient condition with respect to the CIR length for the pilot pattern generated from the CDS being optimal. The proposed pilot design schemes are presented in Section IV. Simulation results are provided in Section V. Finally, conclusions are provided in Section VI.

The notations used in this paper are defined as follows. Symbols for matrices (upper case) and vectors (lower case) are in boldface. $(\cdot)^T$, $(\cdot)^H$, diag${\{}\cdot{\}}$, $I_L$, $C^M$, $C^{M \times N}$, $0^M$, $0^{M \times N}$, $|a|_0$, $CN$, $\emptyset$, $\lceil \cdot \rceil$, and $\lfloor \cdot \rfloor$ denote the matrix transpose, conjugate transpose (Hermitian), the diagonal matrix, the identity matrix of size $L$, the set of complex vectors with dimension $M$, the set of $M \times N$ complex matrices, the zero vector with dimension $M$, the $M \times N$ zero matrix, the $\ell_0$-norm that counts the nonzero number in $a$, the complex Gaussian distribution, the set exclusion, the empty set, the ceiling function, and the floor function, respectively. For matrix $A$, $A(i)$, $A[i]$, and $A[i, j]$ denote the $i$th column of $A$, the $i$th row of $A$, and the entry at the $i$th row and the $j$th column of $A$, respectively. $\alpha(i)$ denotes the $i$th entry of vector $\alpha$.

II. PROBLEM FORMULATION

For pilot-assisted channel estimation in OFDM systems, we usually employ a comb-type pilot pattern on the time–frequency 2-D grids, as shown in the left portion of Fig. 1. Each column of the grids represents an OFDM symbol transmitted at a different time slot, and each row represents a subcarrier. Then, each subcarrier in an OFDM symbol forms the minimum resource unit, which is used to transmit either a pilot symbol or a data symbol. Once the subcarrier positions for the pilot symbols, marked in black in Fig. 1, are determined for some specified OFDM symbols, we use interpolations and channel tracking schemes, e.g., Kalman filtering, to obtain channel estimates for the other OFDM symbols. It is well known that, for the channel estimations based on least squares (LS) and minimum MSE methods, the optimal pilot pattern in OFDM systems is equally spaced pilot subcarriers [14]. However, for sparse channel estimation that uses sparse recovery algorithms, the optimal pilot pattern is still unknown. As shown in the right portion of Fig. 1, we present two examples of equally spaced pilots and non-equally spaced pilots. Motivated by showing whether the equally spaced pilot is the optimal or not, we consider the pilot design for sparse channel estimation by searching for the positions of pilot subcarriers, i.e., design a pilot pattern, in a specified OFDM symbol.

Consider an OFDM system with $N$ subcarriers in each OFDM symbol, among which $N_p$ pilot subcarriers indicated by $p_1, p_2, \ldots, p_{N_p}$ are used for frequency-domain pilot-assisted channel estimation. Without loss of generality, we assume that $1 \leq p_1 < p_2 < \ldots < p_{N_p} \leq N$. The corresponding transmit pilot symbols are denoted as $x(p_1), x(p_2), \ldots, x(p_{N_p})$. Let $h(1), h(2), \ldots, h(L)$ be the equivalent discrete CIR with the maximum multipath delay spread being $L$ samples. The received signals on the pilot subcarriers can be written as

$$
\begin{bmatrix}
    y(p_1) \\
    y(p_2) \\
    \vdots \\
    y(p_{N_p})
\end{bmatrix} = \begin{bmatrix}
    x(p_1) & 0 & 0 & 0 \\
    0 & x(p_2) & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & 0 & x(p_{N_p})
\end{bmatrix} \cdot F_{N_p \times L} \cdot \begin{bmatrix}
    h(1) \\
    h(2) \\
    \vdots \\
    h(L)
\end{bmatrix} + \begin{bmatrix}
    \eta(1) \\
    \eta(2) \\
    \vdots \\
    \eta(N_{p})
\end{bmatrix},
$$

where $\eta(i) \sim CN(0, \sigma^2_{\eta_i}), i = 1, 2, \ldots, N_p$ is the independent and identically distributed (i.i.d.) additive white Gaussian noise, and $F_{N_p \times L}$ is a discrete Fourier transform (DFT) submatrix, given by

$$
F_{N_p \times L} = \frac{1}{\sqrt{N}} \begin{bmatrix}
    1 & \omega^{p_1} & \ldots & \omega^{p_1(L-1)} \\
    1 & \omega^{p_2} & \ldots & \omega^{p_2(L-1)} \\
    \vdots & \vdots & \ddots & \vdots \\
    1 & \omega^{p_{N_p}} & \ldots & \omega^{p_{N_p}(L-1)}
\end{bmatrix},
$$

where $\omega = e^{-j2\pi/N}$. We denote

\[
    \begin{align*}
    X & \triangleq \text{diag} \{x(p_1), x(p_2), \ldots, x(p_{N_p})\} \\
    y & \triangleq [y(p_1), y(p_2), \ldots, y(p_{N_p})]^T \\
    h & \triangleq [h(1), h(2), \ldots, h(L)]^T \\
    \eta & \triangleq [\eta(1), \eta(2), \ldots, \eta(N_{p})]^T \sim CN \left(0, \sigma^2_{\eta} I_{N_p}\right).
    \end{align*}
\]

Furthermore, we let

$$
A \triangleq XF_{N_p \times L}.
$$

Then, (1) can be rewritten as

$$
y = Ah + \eta.
$$

If $A$ has more rows than columns, i.e., $N_{p} \geq L$, then (3) is a standard LS problem with the estimated CIR given by

$$
h_{LS} = (A^H A)^{-1} A^H y.
$$
III. ANALYSIS OF OPTIMAL PILOT PATTERN: CIRCULAR DIFFERENT SET

A. MIP for Pilot Design

Recent advances in CS show that, under noiseless condition, \( h \) can be reconstructed from the measurement \( y \) with a high probability when the dictionary matrix \( A \) satisfies the RIP [6]. However, there is no existing method having polynomial complexity to check whether a given matrix satisfies the RIP. Alternatively, according to [16], we can minimize the coherence of \( A \), which is known as the MIP. The MIP condition is stronger than RIP in that MIP implies the RIP but the converse is not true [17], in which MIP is more intuitive and more practical than RIP. Therefore, in this paper, we consider the MIP as the pilot design rule.

For a given pilot pattern

\[
p = \{p_1, p_2, \ldots, p_{N_p}\}
\]

where \( 1 \leq p_1 < p_2 < \cdots < p_{N_p} \leq N \), we define the coherence of \( A \) as the maximum absolute correlation between any two different columns of \( A \), i.e.,

\[
g(p) \triangleq \max_{0 \leq m < n \leq L - 1} |\langle A(m), A(n) \rangle| = \max_{0 \leq m < n \leq L - 1} \sum_{i=1}^{N_p} |x(p_i)|^2 \omega_p^{(n-m)}
\]

where \( \langle A(m), A(n) \rangle \) denotes the inner product of \( A(m) \) and \( A(n) \), i.e., \( \langle A(m), A(n) \rangle = A^H(m)A(n) \). The objective function for the pilot design is to minimize the coherence of \( A \), i.e.,

\[
Q = \min_p g(p)
\]

with respect to the pilot pattern \( p \). The solution of the optimization problem in (6), i.e., the optimal pilot pattern, is then given by

\[
p_{opt} = \arg \min_p g(p).
\]

We assume equal transmit power among all OFDM pilot symbols, i.e.,

\[
|x(p_1)|^2 = |x(p_2)|^2 = \cdots = |x(p_{N_p})|^2 = E.
\]

Let \( c \triangleq n - m \). We then simplify (5) as

\[
g(p) = E \cdot \max_{1 \leq c \leq L - 1} \left| \sum_{i=1}^{N_p} \omega_p^{c}\right|.
\]

For some specific settings on the number of subcarriers and the number of pilot symbols in an OFDM symbol, the optimal pilot pattern can be generated from the CDS with the following definition.

Definition 1: Let \( N, K, \) and \( \lambda \) be positive integers where \( K < N \). The CDS \( (N, K) \) is defined as a set of \( K \) distinct components, denoted as \( \{\alpha_0, \alpha_1, \ldots, \alpha_{K-1}\} \) satisfying that any integer \( Z(1 \leq Z \leq N-1) \) repeats exactly \( \lambda \) times in the set \( \{\tau \triangleq \alpha_i - \alpha_l (\text{mod } N) | 0 \leq i \neq l \leq K - 1\} \), where

\[
\lambda = \frac{K(K-1)}{N-1}.
\]

For example, a CDS \( \{1, 7, 9, 10, 12, 16, 26, 33, 34\} \) with \( N = 37 \) and \( K = 9 \), which is denoted CDS(37, 9), satisfies that any integer \( Z(1 \leq Z \leq 36) \) will occur and repeat exactly \( \lambda = 2 \) times in the set \( \Theta \triangleq \{\tau \triangleq \alpha_i - \alpha_l (\text{mod } 37) | 0 \leq i \neq l \leq 8\} \), where \( \Theta \) has 72 entries.

A list of known CDS can be found in [18].

B. Sufficient Condition for CDS-Based Optimal Pilot Pattern

In [7], we have shown that, for an \( N \)-subcarrier OFDM system using \( N_p \) subcarriers as pilots, the pilot pattern according to the CDS \( (N, N_p) \) is optimal if the CDS \( (N, N_p) \) exists. However, later, we find that it is not always true, particularly for some small \( L \). We now derive a sufficient condition for the optimal pilot pattern with the following theorem.

Theorem 1: With the sufficient condition

\[
L \geq \left\lceil \frac{N}{2} \right\rceil
\]

the pilot pattern generated from the CDS \( (N, N_p) \) is the optimal solution for (7), which achieves the Welch bound

\[
\Gamma = E \sqrt{\frac{N_p(N - N_p)}{N - 1}}.
\]

Proof: See the Appendix.

We remark that the optimal pilot pattern for sparse channel estimation can be obtained from the CDS \( (N, N_p) \) if the channel length \( L \) is large enough. Nevertheless, the CDS only exists for some specific pair of \( (N, N_p) \). For most practical OFDM systems with \( N \) being a power of two, e.g., \( N = 64, 256, 512 \), or 1024, the CDS does not exist. Even if the condition of \( N \) for the existence of the CDS is satisfied, various choices of \( N_p \) might be needed in practical systems. Moreover, we usually set the length of the cyclic prefix of OFDM to be \( N/4 \), which is much larger than the CIR length \( L \), i.e.,

\[
\frac{N}{4} \geq L
\]

whereas the sufficient condition (11) is not satisfied. Therefore, it is important to explore practical schemes to design pilot pattern for any setting of \( (N, N_p) \) and any value of \( L \).
IV. PILOT DESIGN SCHEMES

Intuitively, by exhaustively searching over all possible pilot patterns, we can obtain the optimal pilot pattern with the minimum MIP. However, it is computationally prohibitive to search from all \( \binom{N}{N_p} \) candidates when \( N \) and \( N_p \) are not very small. For example, if \( N = 256 \) and \( N_p = 12 \), we have \( \binom{256}{12} = 1.27 \times 10^{21} \) different pilot patterns, which form a huge search space. Apparently, the exhaustive search is not a good option for future energy-efficient wireless systems [19] as it occupies a lot of computational resources that consume power and energy. Moreover, for those power-constrained mobile devices in cognitive radio networks [20], it is impractical to design the pilots using the exhaustive search.

We now propose three low-complexity practical schemes to obtain near-optimal pilot patterns for any given pair of \( (N, N_p) \) and for any value of \( L \). The first two schemes are based on the stochastic search, which searches for the near-optimal pilot pattern with two loops of iterations. The third scheme, which is called IGS, forms the resulting pilot pattern in a reversed fashion by sequentially removing subcarriers from the subset of all available OFDM subcarriers until the number of the remaining OFDM subcarriers reaches the desired size of the pilot pattern.

A. Stochastic Search Schemes

The following two stochastic search schemes consist of two levels of loops. In the outer loop, we randomly generate pilot patterns as the initializations of the inner loop. In the inner loop, we iteratively update the resulting pilot pattern in a greedy manner. For the pilot update in the inner loop, we propose two alternatives, i.e., the sequential search and the parallel search. We now explain these two new stochastic schemes in detail as follows.

1) SSS: Given the maximum numbers of iterations for the outer and inner loops, i.e., \( M_1 \) and \( M_2 \), respectively, the SSS scheme is described as follows.

- In each iteration of the outer loop, we randomly generate a pilot pattern \( p \subset N = \{1, \ldots, N\} \) as the initialization of the inner loop. In each iteration of the inner loop, we perform a sequential update of each entry of \( p \) according to the following step.

   - For \( k = 1, \ldots, N_p \), given the latest \( p \) from the last iteration, we update the \( k \)-th entry of \( p \) with the best one selected from \( N \setminus \{p(i)| i = 1, \ldots, N_p, i \neq k\} \), which results in the minimum MIP. Mathematically, the resulting pilot pattern \( p \) with the update of the \( k \)-th entry is given as

   \[
   \hat{p}_{p,k} = \arg \min_{p^*} \min_{p^* \in p^*} g(p^*). \tag{14}
   \]

   After we obtain \( \hat{p}_{p,k} \) for given \( p \) and \( k \), we let \( p = \hat{p}_{p,k} \).

- For each initial pilot pattern in the outer loop, we obtain a corresponding optimized pilot pattern. With \( M_1 \) outer-loop iterations, we then obtain \( M_1 \) optimized results, from which we select the one with the minimum MIP as the final output.

The detailed algorithm for this scheme is presented in Algorithm 1. Note that for the inner loop, alternatively, we can continue updating \( p \) until it converges, meaning that it stops only when no update can be made after an inner-loop iteration completes. However, the computation time is difficult to control if the inner loop converges very slowly. Although this alternative approach may guarantee that the best result can be obtained after the inner-loop iterations, it may not be practical as the expected computational time is unknown. When we set a fixed number of inner-loop iterations as in Algorithm 1, it is possible that the pilot update converges earlier. To improve the efficiency of the algorithm, we then employ a simple comparison and break process as in steps 5–8 of Algorithm 1 for the early termination of the inner loop when it converges.

Algorithm 1: SSS-Based Pilot Design Algorithm

1: Initializations: Set \( M_1 \) and \( M_2 \). \( D \leftarrow 0^{M_1 \times N_p}, r \leftarrow 0^{M_1} \).
2: for \( l = 1, 2, \ldots, M_1 \) do
3: \hspace{1cm} randomly generate \( p \subset N \). \( \breve{p} \leftarrow 0^{N_p} \).
4: \hspace{1cm} for \( n = 1, 2, \ldots, M_2 \) do
5: \hspace{1cm} \hspace{1cm} if \( p = \breve{p} \) then break.
6: \hspace{1cm} \hspace{1cm} end if
7: \hspace{1cm} \hspace{1cm} end for \( (n) \).
8: \hspace{1cm} \hspace{1cm} end for \( (l) \).
9: \hspace{1cm} end for \( (k) \).
10: \hspace{1cm} Obtain \( \hat{p}_{p,k} \) according to (14). \( p \leftarrow \hat{p}_{p,k} \).
11: \hspace{1cm} t = \arg \min_{i=1,2, \ldots, M_1} r(i).
12: \hspace{1cm} end for \( (k) \).
13: \hspace{1cm} D[l] \leftarrow p, r(l) \leftarrow g(p).
14: \hspace{1cm} end for \( (l) \).
15: \hspace{1cm} output \( D[t] \).

2) SPS: It is observed from Algorithm 1 that, in the inner loop, we sequentially update each entry of \( p \), meaning that we always use a newly updated \( p \) at the \( k \)-th entry to obtain \( \hat{p}_{p,k+1} \) for the \( (k+1) \)-th entry. Since it is a greedy search algorithm, employing the sequential update for each entry may converge quickly to a local optimum. To be more conservative, we now present a parallel search scheme for the inner-loop update. Therefore, the only difference between this scheme and the SSS scheme is in the inner-loop iteration, which is presented as follows.

- In each iteration of the inner loop, we perform a parallel update of \( p \) according to the following steps.

   - For \( k = 1, \ldots, N_p \), given the latest \( p \) from the previous inner-loop iteration, we obtain \( \hat{p}_{p,k} \) according to (14) for the \( k \)-th entry. Note that unlike SSS, we do not immediately update \( p \) with \( \hat{p}_{p,k} \).
— We then obtain \( p_{p,1}, p_{p,2}, \ldots, p_{p,N_p} \), each one corresponding to an entry update of \( p \). From them, we select the best update with the minimum MIP as the final update for this inner-loop iteration.

The detailed algorithm is described in Algorithm 2. We can see that in the SPS scheme, we try to find the best entry update in each inner-loop iteration. Since only one entry of \( p \) is updated in each inner-loop iteration, the convergence speed might be slower than that of SSS. However, the computation time can be reduced as the process can be implemented in parallel if parallel computing is supported by hardware.

\[
\text{Algorithm 2: SPS-Based Pilot Design Algorithm}
\]

1–8: The same as Algorithm 1.
9: \( B \leftarrow 0^{N_p \times N_r}, v \leftarrow 0^{N_p} \).
10: \( \text{for } k = 1, 2, \ldots, N_p \).
11: Obtain \( p_{p,k} \) according to (14).
12: Let \( B[k] \leftarrow p_{p,k} \) and \( v(k) \leftarrow g(p_{p,k}) \).
13: \( \text{end for } (k) \).
14: \( t = \arg\min_{i=1,2,\ldots,N_p} v(i), p \leftarrow B[t] \).
15–19: The same as steps 12–16 of Algorithm 1.

### B. IGS

It is easily seen that (9) is essentially a problem of finding the optimal row combinations from an \( N \times L \) DFT submatrix denoted as

\[
W = \frac{1}{\sqrt{N}} \begin{bmatrix} 1 & 1 & \cdots & 1 \\ 1 & \omega & \cdots & \omega^{L-1} \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \omega^{N-1} & \cdots & \omega^{(N-1)(L-1)} \end{bmatrix}.
\]

Since the columns of \( W \) are orthonormal, the coherence of \( W \) is zero according to (5). Now, to choose the optimal \( N_p \) rows from \( W \) and form the corresponding pilot pattern, instead of exhaustively searching for the solution from all possible \( \binom{N}{N_p} \) pilot patterns, we have proposed an efficient tree-based backward pilot generation scheme in [9], which iteratively removes rows from \( W \) one by one with the objective to minimize the coherence of the resulting matrix. With \( N - N_p \) iterations, the indices of the remaining \( N_p \) rows form a near-optimal pilot pattern. Moreover, in each iteration, instead of keeping only one best resulting submatrix, we keep \( N_t \) best candidates, which becomes an \( N_t \)-best tree-based search algorithm.

In this paper, to further improve the performance, we propose a more generalized tree-based scheme called IGS. With this scheme, in each iteration, we jointly select and remove \( N_r \) rows from the latest updated submatrix so that the submatrix with the remaining rows has the smallest coherence. Before describing the scheme, we first extend the definition of MIP function \( g(p) \) in (5) and define

\[
g_W(q) \triangleq \max_{0 \leq m < n < L-1} |\langle W_q(m), W_q(n) \rangle| \tag{15}
\]

where \( q \subset N = \{1, \ldots, N\} \) can be a subset with any size smaller than \( N \), \( W_q \) is a submatrix formed by the selected rows of \( W \) with row indices given by \( q \), and \( W_q(n) \) denotes the \( n \)th column of \( W_q \). Given the predetermined \( N_r \) and \( N_t \), the IGS scheme is described as follows.

- With the initial \( N \), we exhaustively search a subset \( \Phi \subset N \) with \( \|\Phi\|_0 = N_r \), and for each obtained \( \Phi \), we calculate the objective \( g_W(q) \) according to (15) where \( q = N \setminus \Phi \). From all of \( \binom{N}{N_r} \) obtained subsets, we choose \( N_t \) best subsets, i.e., \( \Phi_1, \Phi_2, \ldots, \Phi_{N_t} \), with \( N_t \) smallest objective. Define \( \tilde{N} = N - N_r \) and \( \tilde{N}_t = N \setminus \Phi_i, i = 1, \ldots, N_t \). In other words, we construct a tree whose top level includes \( N_t \) parent nodes representing \( N_t \) best subsets \( \Phi_1, \Phi_2, \ldots, \Phi_{N_t} \).

- Iteratively select \( N_t \) rows from the remaining \( \tilde{N} \) rows and update \( \tilde{N}_i, i = 1, \ldots, N_t \). From the perspective of the tree structure, we understand it as iteratively generating \( N_t^2 \) leaf nodes from the \( N_t \) parent nodes, and then selecting \( N_t \) best leaf nodes as parents nodes for the next iteration. Eventually, we select a best branch stringed by the surviving nodes and then remove the branch from \( N \) and output the remaining row indices as the designed pilot pattern. The iterative steps can be described as follows.

- For each \( \tilde{N}_i, i = 1, \ldots, N_t \), from the last iteration, we exhaustively search over all subsets \( \Phi \subset \tilde{N}_i \) to find the \( N_t \) best results. Considering that if \( N_t \) does not divide \((N - N_p)\), in the last iteration, we remove \( \tilde{N} - N_p \) rows instead of removing \( N_t \) rows; the size of \( \Phi \) is set as \( l = \|\Phi\|_0 = \min\{N_t, N - N_p\} \). For each obtained \( \Phi \), we calculate the objective \( g_W(q) \) according to (15) where \( q = \tilde{N}_i \setminus \Phi \). From all of \( \binom{\tilde{N}_i}{N_t} \) obtained subsets, we find \( N_t \) best subsets, i.e., \( \Phi_{t1}, \Phi_{t2}, \ldots, \Phi_{tN_t} \), with \( N_t \) smallest objective. Then we update \( \tilde{N} = \tilde{N} - l \).

- If it is the last iteration, i.e., \( \tilde{N} \leq N_p \), we find the best result \( \Phi_{t*,k*} \) from \( \Phi_{t*,k} \), \( i = 1, \ldots, N_t, k = 1, \ldots, N_t \) obtaining the final result \( p^* = \tilde{N}_s \setminus \Phi_{t*,k*} \). Then we terminate the procedure and output \( p^* \).

- If \( \tilde{N} > N_p \), from \( \Phi_{t*,k} \), \( i = 1, \ldots, N_t, k = 1, \ldots, N_t \) with \( N_t^2 \) entries, we select \( N_t \) best entries \( \Phi_{i*,k}, s = 1, \ldots, N_t \). We obtain \( \tilde{N}_s = \tilde{N}_s \setminus \Phi_{i*,k}, s = 1, \ldots, N_t \). Then we update \( \tilde{N}_s = \tilde{N}_s^*, s = 1, \ldots, N_t \).

We can see that when \( N_r = N - N_p \), it is equivalent to the exhaustive search of \( \binom{N}{N_p} \). If \( N_r = 1 \), it becomes the pilot design scheme in [9]. Usually, \( N_r \) is supposed to be small, e.g., \( N_r = 2 \), so that \( \binom{N}{N_r} \) is computationally inexpensive. Including the initial search of \( N_t \) best subsets, the total number
of iterations for IGS is then \( \frac{(N - N_p)}{N_r} \). The detailed procedures are presented in Algorithm 3.

---

**Algorithm 3: IGS-Based Pilot Design Algorithm**

1. Set \( N_t \) and \( N_r \), \( N \leftarrow \{1, \ldots, N\} \).
2. Exhaustively search from all subsets \( \Phi \subseteq N \) with \( \|\Phi\|_0 = N_r \) to find \( N_t \) best subsets \( \Phi_1, \Phi_2, \ldots, \Phi_{N_t} \).
3. \( N \leftarrow N - N_r \), \( N' \leftarrow N \setminus \Phi_i \), \( i = 1, \ldots, N_t \).
4. while \( \tilde{N} > N_p \) do
5. Let \( l = \min\{N_r, \tilde{N} - N_p\} \).
6. for \( i = 1, 2, \ldots, N_t \) do
7. Exhaustively search from all subsets \( \Phi \subseteq N' \) with \( \|\Phi\|_0 = l \). Find \( N_t \) best subsets \( \Phi_{i1}, \Phi_{i2}, \ldots, \Phi_{iN_t} \).
8. end for (i)
9. \( \tilde{N} \leftarrow \tilde{N} - l \).
10. if \( \tilde{N} \leq N_p \) then
11. Among \( N_t^2 \) results \( \{\Phi_{i,k}, i = 1, \ldots, N_t, k = 1, \ldots, N_r\} \), find the best one as \( \Phi^{\ast}_{i,k} \).
12. Obtain \( p^t = N', \Phi^{\ast}_{i,k} \). Break.
13. else
14. Among \( N_t^2 \) results \( \{\Phi_{i,k}, i = 1, \ldots, N_t, k = 1, \ldots, N_r\} \), find \( N_t \) best \( \Phi_{i,k}, s = 1, \ldots, N_t \).
15. Obtain \( \tilde{N}' = N', \Phi_{i,k} \), \( s = 1, \ldots, N_t \).
16. Update \( \tilde{N}' = N' - s, s = 1, \ldots, N_t \).
17. end if
18. end while
19. Output the final result \( p^t \).

---

C. Extension to MIMO Systems

The proposed stochastic search schemes, including SSS and SPS, can be readily extended to MIMO systems with \( N_u \) transmit antennas and \( N_u \) receive antennas. We assume that \( N_u \leq \lfloor N/N_r \rfloor \). Let

\[
p^{(i)} = \{p_1^{(i)}, p_2^{(i)}, \ldots, p_{N_u}^{(i)}\}, \quad i = 1, \ldots, N_u
\]

denote the pilot pattern at the \( i \)-th transmit antenna. Suppose that \( p^{(i)} \cap p^{(j)} = \emptyset \) for \( i \neq j \), i.e., the pilot patterns for different transmit antennas are orthogonal so that the receiver can perform individual sparse channel estimation for the channel from each transmit antenna.

A straightforward way to extend the proposed pilot design scheme for MIMO systems is to design \( \{p^{(i)}\}_{i=1}^{N_u} \) sequentially. Such an extension, which is called the Extension Scheme 1, is described as follows.

1. Initialize \( N^{(1)} = N \), and obtain \( p^{(1)} \) using SSS or SPS.
2. For \( i = 2, \ldots, N_u \), update \( N^{(i)} = N^{(i-1)} \setminus p^{(i-1)} \), and obtain \( p^{(i)} \) using SSS or SPS from subset \( N^{(i)} \).
3. Output \( \{p^{(i)}\}_{i=1}^{N_u} \).

Nevertheless, this scheme may result in unfairness among \( N_u \) transmit antennas as \( N^{(N_u)} \subset \cdots \subset N^{(1)} \). For the first transmit antenna, the pilot pattern \( p^{(1)} \) is selected from \( N \) OFDM subcarriers, whereas for the last transmit antenna, the pilot pattern \( p^{(N_u)} \) is selected from remaining only \( N - (N_u - 1) N_p \) subcarriers. Therefore, the performance degradation may occur for the transmit antenna with the last designed pilot pattern, particularly for large \( N_u \). In the time-division duplexing (TDD) systems, the channel state information at transmitter required for the downlink beamforming is obtained by estimating the uplink channel at the base station using the channel reciprocity [21]. Therefore, the number of pilot patterns to be transmitted in TDD systems might be very large due to the limited time-frequency resource available in the uplink channel and the large number of mobile stations, e.g., in massive MIMO systems [22], [23]. A quite common scenario in practical is that, during the pilot training phase of the uplink transmission, an entire OFDM symbol is used for pilot transmissions, meaning that all OFDM subcarriers in this OFDM symbol are allocated for pilot symbols and thus divided into a number of orthogonal pilot patterns assigned to different users. Therefore, ensuring the fairness among the pilot patterns of different users is particularly important when designing multiple orthogonal pilot patterns.

We now propose another extension scheme for MIMO systems, termed as Extension Scheme 2, which jointly designs \( \{p^{(i)}\}_{i=1}^{N_u} \) to achieve certain fairness. Without loss of generality, we consider designing the \( N_u \) orthogonal pilot patterns for \( N_u \) transmit antennas. Denote

\[
w = \begin{bmatrix}
p_1^{(1)}, p_2^{(1)}, \ldots, p_{N_u}^{(1)} \\
p_1^{(2)}, p_2^{(2)}, \ldots, p_{N_u}^{(2)} \\
\vdots \\
p_1^{(N_u)}, p_2^{(N_u)}, \ldots, p_{N_u}^{(N_u)}
\end{bmatrix}
\]

Note that in the definition of \( w \) stated previously, there is an implicit order defined for \( w \), i.e., \( p^{(i)} = (w((i-1)N_p + 1), \ldots, w(iN_p)) \), meaning that the first \( N_p \) entries of the set \( w \) form the first pilot pattern \( p^{(1)} \), the second \( N_p \) entries of the set \( w \) form the second pilot pattern \( p^{(2)} \), and so on. However, the order for the entries within a particular \( p^{(i)} \) does not matter. We then define the objective function for joint pilot design as the weighted sum coherence of \( N_u \) pilot patterns given by

\[
\zeta(w) = \sum_{i=1}^{N_u} b_i g\left(p^{(i)}\right)
\]

where \( b_i \) is the weight of the \( i \)-th transmit antenna. The joint design is then to find the optimal \( w \), which minimizes this objective function, i.e., the weighted sum coherence, as

\[
w = \arg \min_{w \in \mathcal{N}} \zeta(w^\ast).
\]

We consider the extension of the SSS scheme for MIMO systems as Extension Scheme 2, which consists of one outer loop and two inner loops. The outer loop is similar to the loop in the SSS scheme in which we generate a random \( w \in \mathcal{N} \) with \( \|w\|_0 = N_p N_u \). In the first inner loop, we iteratively apply SSS to find an optimal \( w \). Then, in the second inner loop,
given the resulting $w$ from the first inner loop, we apply a so-called permutation step to obtain the best combinations of $p^{(i)}$, $i = 1, \ldots, N_u$, i.e., the best order of $w$ with the minimum weighted sum coherence $\zeta(w)$. Given $M_1$ and $M_2$ as the number of outer-loop iterations and the number of inner-loop iterations, respectively, Extension Scheme 2 using SSS is then summarized as follows.

- In each outer-loop iteration, we randomly generate a $w \subset \mathcal{N} = \{1, \ldots, N\}$ with $\|w\|_0 = N_pN_u$ as the initial $N_u$ pilot patterns for $N_u$ different transmit antennas.
- **SSS step:** We iteratively perform the following step.

\[ \eta_{w,k} = \arg \min_{w^* \in \mathcal{W}} \zeta(w^*). \]  

- **Permutation step:** We iteratively perform the following step.

\[ \tilde{w}_{w,k} = \arg \min_{w^* \in \mathcal{W}} \zeta(w^*). \]  

- For $k = 1, \ldots, N_pN_u$, given the latest $w$ from the last iteration, we update $w$ by replacing the $k$th entry with the best entry selected from $\mathcal{N} \setminus \{ w[i] | i = 1, \ldots, N_pN_u, i \neq k \}$, which results in the minimum weighted sum coherence. Mathematically, the resulting $\tilde{w}$ with the update of the $k$th entry is given as

\[ \tilde{w}_{w,k} = \arg \min_{w^* \in \mathcal{W}} \zeta(w^*). \]  

\[ w^* = \arg \min_{w^* \in \mathcal{W}} \zeta(w^*) \]  

\[ w^* = \arg \min_{w^* \in \mathcal{W}} \zeta(w^*) \]  

The detailed algorithm is described in Algorithm 4, where the SSS steps are indicated by steps 4–11 and the permutation steps are indicated by steps 12–19. Similarly, we can come up with the SPS-based extension scheme for the MIMO joint pilot design algorithm.

### Algorithm 4: SSS-Based MIMO Joint Pilot Design Algorithm (Extension Scheme 2)

1: Set $M_1$ and $M_2$. $M_3 \leftarrow N_pN_u$, $D \leftarrow 0^{M_1 \times M_3}$, $r \leftarrow 0^{M_1}$.
2: for $l = 1, 2, \ldots, M_1$
3: randomly generate $w \subset \mathcal{N}$. $\tilde{w} \leftarrow 0^{M_3}$.
4: Set $n = 0$.
5: do
6: $\tilde{w} \leftarrow w$.
7: for $k = 1, 2, \ldots, M_3$
8: Obtain $\tilde{w}_{w,k}$ according to (18). $w \leftarrow \tilde{w}_{w,k}$.
9: end for (k)
10: $n \leftarrow n + 1$.
11: while ($w \neq \tilde{w}$ and $n < M_2$)
12: Set $n = 0$.
13: do
14: $\tilde{w} \leftarrow w$.
15: for $k = 1, 2, \ldots, M_3$
16: Obtain $\tilde{w}_{w,k}$ according to (19). $w \leftarrow \tilde{w}_{w,k}$.
17: end for (k)
18: $n \leftarrow n + 1$.
19: while ($w \neq \tilde{w}$ and $n < M_2$)
20: $D[l] \leftarrow w$, $r(l) \leftarrow \zeta(w)$.
21: end for (l)
22: $t = \arg \min_{i=1,2,\ldots,M_1} r(i)$.
23: output $D[t]$.
V. SIMULATION RESULTS

A. CDS-Based Optimal Pilot Design

We first validate the sufficient condition of CDS-based optimal pilot pattern given in (11). Without loss of generality, we set $E = 1$. In Table I, we list some settings of $(N, N_p)$ pair where CDS exists from [18]. For each setting of $(N, N_p)$, we obtain the optimal pilot pattern for various $L$ settings by the exhaustive search. We find that if $L$ is greater than some threshold $L_{Th}$, as presented in Table I, the resulting optimal solution achieves the Welch bound. When $L < L_{Th}$, the optimal pilot pattern can achieve a smaller MIP than the Welch bound, indicating that the CDS-based pilot pattern is no longer optimal. Although for some settings of $(N, N_p)$, e.g., $(31, 6)$, $L_{Th}$ can be smaller than $\lceil N/2 \rceil$ for the CDS-based pilot pattern being optimal, (11) is the sufficient condition that generally applies for any given $(N, N_p)$ if the CDS exists.

We choose the first two settings of $(N, N_p)$ as $(31, 6)$ and $(23, 11)$ from Table I and exhaustively generate all $\binom{31}{6}$ and $\binom{23}{11}$ pilot patterns $p$, respectively. We then evaluate $g(p)$ in (5) for every pilot pattern and for various values of $L$. The results of $g(p)$ sorted in the ascending order are shown in Fig. 2 with $L = 8$ for both settings and in Fig. 3 with $L = 16$ for $(31, 6)$ and $L = 12$ for $(23, 11)$. The Welch bounds, i.e., 2.2361 for $(31, 6)$ and 2.4495 for $(23, 11)$, are also presented in both figures for comparisons. Since $L = 8$ does not satisfy the sufficient condition (11) for both $(31, 6)$ and $(23, 11)$, it is shown in Fig. 2 that there do exist some pilot patterns with smaller $g(p)$ than the Welch bound. However, as shown in Fig. 3, when both settings satisfy the sufficient condition, the Welch bound is the lower bound that can be achieved by the optimal pattern for the corresponding $(N, N_p)$ setting. To clearly show the pilot patterns that achieve the Welch bound, the elliptical area in the left portion of Fig. 3 is zoomed in and presented in the right portion of Fig. 3. We find that 310 and 46, or equivalently 0.042% and 0.0034%, pilot patterns are able to achieve the Welch bounds for $(31, 6)$ and $(23, 11)$, respectively. Moreover, it is noticed that there is a steep drop of $g(p)$ to the Welch bound in the vicinity area of the optimal pilot patterns for both curves, indicating that there is a large gap between the performance achieved by the optimal pilot pattern and that by the best suboptimal pilot pattern. It is also the reason why there seems a gap between the optimal performance and the Welch bounds in the elliptical area in the left portion of Fig. 3.

B. Performance of Pilot Design Schemes for Single Pilot Pattern

We first consider the case of $N = 73$, $N_p = 9$, and $L = 37$, which satisfies the sufficient condition in (11) for the optimal pilot pattern with the Welch bound 2.8284. For this case, it is almost impossible to perform the exhaustive search to obtain the optimal solution due to the large candidate set of $\binom{73}{9}$ pilot patterns. Therefore, we only apply the low-complexity design schemes to obtain a near-optimal pilot pattern, namely, the proposed SSS and SPS schemes. Since both schemes are iterative methods, we present the updating histories of $g(p)$ in
Fig. 4. The Welch bound and the results of the exhaustive search are also provided for comparisons. For the exhaustive search, we generate the pilot pattern randomly, and the best result obtained during a predetermined maximum running time is the final output of the exhaustive search. For fair comparisons, the simulations are performed using exactly the same computer hardware and software. The updating histories of $g(p)$ are presented as a function of the running time, and the maximum running time is set as 200 s for all schemes. In Fig. 4, we observe that both SSS and SPS can find the optimal pilot pattern that achieves the Welch bound, indicating that the proposed stochastic search schemes are more efficient than the exhaustive search. Moreover, we find that SSS converges much faster than SPS as the former achieves the Welch bound much earlier than the latter.

We now evaluate the performance of the IGS scheme, which is implemented according to Algorithm 3. Here, we only present the final result, which is the designed pilot pattern with the performance $Q = g(p)$ at the last step. The intermediate results are not very meaningful as the resulting subsets at intermediate steps are not the desired pilot patterns with size $N_p$. The results of $Q$ and the running time are provided in Table II with various $N_r$ settings for $N = 73$, $N_p = 9$, $N_t = 2$, and $L = 37$. If $N_r = 1$, the IGS scheme is essentially the scheme proposed in [9]. It is shown in Table II that as $N_r$ increases, the resulting $Q$ reduces and the running time increases, indicating that this scheme performs better for larger $N_r$ but with increasing complexity. Compared with the SSS and SPS schemes using the same parameters shown in Fig. 4, the IGS scheme results in larger $Q$ with more running time. Therefore, although the proposed IGS scheme improves the performance over the scheme in [9], the proposed SSS and SPS schemes are more efficient. We now consider practical OFDM systems in which the number of subcarriers is usually a power of two and the CDS does not exist. We evaluate the performance of the proposed pilot design schemes for the case of $N = 256$ and $N_p = 16$. We set $L = 60$ as indicated in (13).

We first present the results of the IGS scheme with various $N_t$ and $N_r$ settings in Table III. The designed pilot patterns $p_d$ are provided in the last column. It is seen that for this case, the setting of $N_t = 4$ and $N_r = 2$ achieves the best performance with the resulting $Q = g(p_d)$ smaller than that of $N_t = 16$ and $N_r = 1$, indicating that increasing $N_r$ is more effective than increasing $N_t$, but at the cost of the complexity.

Fig. 5 shows the updating histories of $g(p)$ as a function of running time for the proposed SSS and SPS, as well as some results of the IGS scheme from Table III and marked as points corresponding to the resulting $Q$ and the running time needed. The results of cross-entropy optimization [10] and the exhaustive search are also given for comparisons. The stopping time for all these schemes is set at 1893 s, which is the time required by the IGS scheme with $N_t = 2$ and $N_r = 2$. The obtained $Q = g(p_d)$ with the corresponding designed pilot pattern $p_d$ is provided in Table IV. It is shown in Fig. 5 that all the proposed methods, including the SSS, SPS, and IGS schemes, perform much better than the cross-entropy optimization and the exhaustive search in terms of both $Q$ and the convergence rate. Since cross-entropy optimization has already shown to outperform GA and PSO [25], it is demonstrated that SSS, SPS, and IGS perform better than the GA used in [12]. It is also observed that the SSS and SPS schemes outperform the IGS.
scheme. Although both SSS and SPS result in similar $Q$ values, the former converges much faster than the latter.

We next compare the channel estimation performance using the designed pilot patterns given in Table IV. The sparse multipath channel is modeled with $L = 60$ taps, where $S = 6$ dominant nonzero channel taps are randomly placed among $L$ taps. The channel gain of each path is i.i.d. complex Gaussian distributed with unit variance, i.e., $CN(0, 1)$. We use this model for 2000 sparse channel implementations in the simulations. The popular OMP algorithm is employed for the sparse recovery. The equally spaced pilot pattern is also treated as it proves to be the best for traditional channel estimation methods. The MSE performance for channel estimation and the bit-error-rate (BER) performance for data detection are presented in Figs. 6 and 7, respectively. We observe that the pilot obtained from SSS performs slightly better than that from SPS, but both outperform that obtained from the cross entropy and the exhaustive search. The pilot pattern obtained from IGS also shows some improvement over the ones from the existing two schemes. About 10-dB performance gain in SNR is achieved at BER = 0.04 using the proposed schemes instead of the exhaustive search. With channel encoding and decoding, BER around 0.01 can be completely removed in practical systems.

### Performance of Pilot Design Schemes for Multiple Pilot Patterns

We now evaluate the performance of the proposed extension schemes for MIMO systems with $N_u$ transmit antennas. Again, we consider the case of $N = 256$, $N_p = 16$, and set $N_u = N/N_p = 16$. This is the full pilot loading case in which an entire OFDM symbol is allocated for pilot transmissions along different transmit antennas. The performance of the proposed Extension Scheme 1 and Extension Scheme 2 is shown in Fig. 8 with some detailed results provided in Table V. It is noted that, to reduce the complexity, we combine two extension schemes, first applying Extension Scheme 1 to sequentially obtain the

---

**Table IV**

<table>
<thead>
<tr>
<th>Type</th>
<th>$Q$</th>
<th>$p_{tl}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSS</td>
<td>4.7021</td>
<td>8, 40, 48, 52, 72, 82, 99, 142, 145, 154, 158, 161, 183, 209, 212, 230</td>
</tr>
<tr>
<td>SPS</td>
<td>4.7184</td>
<td>2, 24, 77, 80, 93, 109, 123, 141, 144, 148, 152, 160, 181, 204, 245, 254</td>
</tr>
<tr>
<td>IGS</td>
<td>4.9795</td>
<td>20, 44, 52, 64, 96, 112, 116, 140, 152, 172, 188, 196, 200, 204, 208, 236</td>
</tr>
<tr>
<td>Cross entropy optimization</td>
<td>5.0328</td>
<td>42, 58, 70, 78, 83, 91, 94, 109, 150, 179, 201, 210, 235, 250, 253, 256</td>
</tr>
<tr>
<td>Exhaustive search</td>
<td>5.3535</td>
<td>35, 38, 45, 47, 49, 71, 74, 79, 99, 115, 147, 156, 174, 194, 213, 240</td>
</tr>
</tbody>
</table>

---

Fig. 6. MSE performance comparisons of channel estimation for different pilot design schemes.

Fig. 7. BER performance comparisons of channel estimation for different pilot design schemes.

Fig. 8. Pilot design for MIMO systems using different extension schemes.

Moreover, we find that there is no benefit in using the equally spaced pilot pattern for sparse channel estimation since it is not optimized according to (7).
pilot patterns for most antennas and then applying Extension Scheme 2 to jointly design the pilot patterns for the rest of the antennas. It is shown in Fig. 8 that the results of Extension Scheme 1 are fairly good for transmit antennas 1–14, indicating that this scheme is quite efficient to design most pilot patterns. However, the performance of the pilot patterns for the last two antennas is much worse than that of others. This drastic change is due to the greedy manner of the sequential design. Therefore, it is necessary to jointly design the pilot patterns for the last few antennas using Extension Scheme 2 to minimize the weighted sum coherence. For simplicity, we consider equal weights, i.e., $g_1 = g_2 = \cdots = g_{16} = 1/16$. We consider joint design of the last two, three, or four transmit antennas. As shown in Fig. 8, the performance of the last antenna is significantly improved, with slight performance degradation on the other antennas involved in the joint design. In Table V, we see that the performance of the $n = 16$th transmit antenna improves when we employ Extension Scheme 2 for the joint design of the pilot patterns for the last $n = 2$, $n = 3$, and $n = 4$ transmit antennas, respectively.

<table>
<thead>
<tr>
<th>Type of the schemes and parameters</th>
<th>Objective $Q = g(p)^{\omega}$ of the $m$th transmit antenna</th>
<th>Average of the last $n$ transmit antennas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extension Scheme 1</td>
<td>$m = 13$</td>
<td>$m = 14$</td>
</tr>
<tr>
<td>Extension Scheme 2 for $m = 15, 16$</td>
<td>4.894</td>
<td>4.924</td>
</tr>
<tr>
<td>Extension Scheme 2 for $m = 14, 15, 16$</td>
<td>5.293</td>
<td>5.418</td>
</tr>
<tr>
<td>Extension Scheme 2 for $m = 13, 14, 15, 16$</td>
<td>5.013</td>
<td>5.128</td>
</tr>
</tbody>
</table>

VI. Conclusion

In this paper, we have considered the MIP-based pilot design schemes for sparse channel estimation in OFDM systems. With respect to the CIR length, we have derived a sufficient condition to guarantee that the pilot pattern generated from the CDS is optimal. We have proposed three pilot design schemes, including SSS, SPS, and IGS, to obtain a near-optimal pilot pattern. We have also extended to MIMO systems to design multiple orthogonal pilot patterns and have proposed two design schemes termed as Extension Scheme 1 and Extension Scheme 2. Simulation results have demonstrated the effectiveness of the proposed schemes and have shown that the proposed schemes converge much faster than the cross-entropy optimization and the exhaustive search schemes. Moreover, the proposed SSS and SPS schemes outperform the IGS scheme in terms of channel estimation performance. For MIMO systems, Extension Scheme 2 performs better than Extension Scheme 1. However, the combination of two extension schemes achieves the best performance and complexity tradeoff.
The equality of (26) holds only with
\[ f(1) = f(2) = \cdots = f(L-1) \iff \beta = N_p + \frac{1}{L-1} \sum_{d=1}^{N-1} a_d \omega_d^L - \omega_d. \] (27)

We denote
\[ \alpha = [0, a_1, a_2, \ldots, a_{N-1}]^T, \]
\[ z = \begin{bmatrix} N_p(N_p - 1), \kappa, \kappa, \ldots, \kappa \end{bmatrix}^T, \]
where we define
\[ \kappa = \beta - N_p. \]

Then, from (21) and (23), we have
\[ z = F_L \cdot \alpha \] (28)
where \( F_L \) is an \( L \) by \( N \) DFT submatrix formed by the first \( L \) rows of the standard \( N \) by \( N \) DFT matrix.

If \( L = N \), which is a special case discussed in [26], we can straightforwardly solve the \( N \) unknowns from the \( N \) equations in (28) obtaining
\[ a_1 = a_2 = \cdots = a_{N-1} = \frac{N_p(N_p - 1)}{N - 1} \] (29)
\[ \beta = \frac{N_p(N - N_p)}{N - 1}. \] (30)

It is known that the CDS satisfies the Welch bound [26]
\[ \Gamma = E \sqrt{\beta} = E \sqrt{\frac{N_p(N - N_p)}{N - 1}} \] (31)
and therefore minimizes the coherence of \( A \). Therefore, in this case, the pilot pattern generated from the CDS is optimal.

Now, we consider the more general cases when \( L < N \). For (28), we have \( L \) equations and \( N \) unknown variables, including \( N - 1 \) unknown components \( a_1, a_2, \ldots, a_{N-1} \) of \( \alpha \) and the unknown \( \kappa \) of \( z \). Notice that there are \( \lceil N/2 \rceil \) implicit equations given in (22). Hence, we have actually \( L + \lceil N/2 \rceil \) equations for the \( N \) unknown variables, which means that \( L + \lceil N/2 \rceil \geq N \), or equally \( L \geq \lceil N/2 \rceil \), is sufficiently required. This completes the proof.
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