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Abstract—Channel estimation concerning channel power leak-
age is investigated for millimeter wave (mmWave) massive MIMO
system where the base station (BS) is equipped with uniform
planar array (UPA). To model the channel leakage, the leakage
effect of two dimensional beamspace channel is firstly analyzed. A
theorem is proved to show that a four-point star (FS)-based model
is better than the existing dual-crossing (DC)-based model. Then
a FS-based beamspace channel estimation algorithm is proposed,
where the initial selection of dominant entries is computed offline
and then the selection is iteratively refined until the stop condition
is satisfied. Simulation results verify the effectiveness of our
work and show that the FS-based channel estimation algorithm
outperforms the DC-based channel estimation algorithm.

Index Terms—Millimeter wave (mmWave) communications,
massive MIMO, channel estimation, channel power leakage.

I. INTRODUCTION

Millimeter wave (mmWave) communication is a promising

technology for next-generation wireless communication due

to large available bandwidth and high spectrum efficiency

[1], [2]. However, there is large propagation loss caused

by high carrier frequency [3]. In order to compensate the

propagation loss, massive multi-input multi-ouput (MIMO)

antenna arrays is usually equipped in mmWave system to form

analog beamforming for directional transmission [4]. However,

in order to apply mmWave massive MIMO communication,

there are a lot of challenges to be overcome, one of which

is to make efficient channel estimation [5], [6], [7], [8].

Note that there exists considerable channel power leakage in

practice when performing channel estimation [9]. In [10], the

dominant entries of beamspace channel matrix are required for

the channel estimation of 2D lens mmWave massive MIMO

system. In order to obtain the beamspace channel estimation,

an adaptive support detection (ASD) scheme is proposed in

[11], which uses an adaptively updated rectangle to determine

the selection of dominant entries and reduce the channel

power leakage. In [12], a dual crossing (DC)-based beamspace

channel estimation scheme which uses two dual crossings and

iteratively makes optimizations to select the dominant entries,

is proposed to improve the channel estimation accuracy.

In this paper, we investigate the channel estimation con-

cerning channel power leakage for mmWave massive MIMO

system where the base station (BS) is equipped with uniform

planar array (UPA). First we analyze the leakage effect of

two dimensional beamspace channel. We provide a theorem

to show that a four-point star (FS)-based model is better than

the existing DC-based model. Then we propose a FS-based

beamspace channel estimation algorithm, where the initial

selection of dominant entries is computed offline and then

the selection is iteratively refined until the stop condition is

satisfied.

Notations: symbols in boldface represent matrices (upper

case) and vectors (lower case). (·)T , (·)H and (·)−1 denote

the transpose, conjugate transpose and inversion, respectively.

IL is a matrix of size L. CM×N , vec(·), CN represent the set

of M×N complex-valued matrices, vectorization and complex

Gaussian distribution, respectively. 0M means a zero vector of

size M . A[p, q], ⊗ and �·� represent the entry of A at the pth

row and qth column, kronecker product and round to infinite,

respectively. ‖ · ‖0 and ‖ · ‖2 represent l0-norm and l2-norm.

II. PROBLEM FORMULATION

In this paper, we consider a downlink multi-user mmWave

massive MIMO system in which U single-antenna users are

served by a BS. The BS transmits signals via a UPA in vertical

plane, which has Nv vertical antennas and Nh horizontal

antennas, or equivalently N � NvNh antennas in total. Note

that both Nh and Nv are even in practice. Let hu ∈ C
N denote

the channels between the BS and the u(u = 1, 2, . . . , U)th
user. According to the popular 3D Saleh-Valenzuela channel

model [4], hu can be expressed as

hu =

√
N

Lu

Lu∑
i=1

hu,i =

√
N

Lu

Lu∑
i=1

gu,iα(Nh, θu,i)⊗α(Nv, ϕu,i)

(1)

where Lu and gu,i denote the total number of resolvable

paths and channel gain for the ith path, respectively. Let Θu,i

and Φu,i denote the physical azimuth and physical elevation

of the ith path, respectively. Then θu,i = dh

λ sinΘu,i and

ϕu,i =
dv

λ sinΦu,i [12], where dh and dv denote the interval

between the antennas in horizontal and in vertical, respectively.

Normally we set dh and dv as half of the wavelength of

mmWave signal. The channel steering vector α(N, θ) in (1)

is denoted as

α(N, θ) =
1√
N

[
1, e−j2πθ, ..., e−j2πθ(N−1)

]T
(2)

Suppose the BS has U RF chains, where each RF chain

independently serves an user. The BS sends mutually orthog-

onal pilot sequences with length of U to different users, where

each pilot sequence is repetitively sent for K times during the

downlink channel estimation. As an example, we may set K =
1. With the commonly used blocking fading channel model,
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the channel parameters are assumed to be constant during

V � KU time slots. We define the pilot matrix as P ∈ C
U×U ,

where the uth row of P denotes the pilot sequence sent to the

uth user. For the k(k = 1, 2, . . . ,K)th transmission of pilot

sequences, the BS adopts an analog precoder F k ∈ C
U×N

formed by phase shifter networks, where each entry of F k

has constant envelop. Different with data transmission, we do

not consider the digital precoder during the channel estimation,

where the digital precoder can be simply set to be an identity

matrix. Then the k(k = 1, 2, . . . ,K)th pilot sequence received

by the u(u = 1, 2, . . . , U)th user is expressed as

yT
u,k = hT

uF
T
kP + nT

u,k, (3)

where nu,k ∈ C
U denote an additive white Gaussian noise

(AWGN) vector which satisfying nu,k ∼ CN (0, σ2IU ).
Because of the orthogonality of P , i.e., PPH = IU , we

multiply yT
u,k with PH , obtaining

ru,k � (yT
u,kP

H)T = F khu + ñu,k (4)

where ñu,k � (nT
u,kP

H)T . Since the mmWave MIMO

channel is typically sparse in beamspace [13], we consider

the beamspace representation of hu. Define

G = D(Nh)⊗D(Nv) (5)

where

D(M) � [α(M, 0),α(M, 1/M), ...,α(M, (M − 1)/M)]
H

(6)

denotes the standard DFT matrix of size M . Therefore, the

beamspace channel for the uth user based on (1) can be

represented as

hb
u � Ghu (7)

where the superscript “b” means the beamspace. Because of

the orthogonality of G, i.e., GGH = IN , we have

hu = GHhb
u. (8)

Then substituting (8) into (4) leads to

ru,k = Ckh
b
u + ñu,k (9)

where Ck = F kG
H . After the BS repetitively sends all

pilot sequences for K times, we obtain ru,1, ru,2, . . . , ru,K ,

which can be stacked together into a column vector as ru �
[rTu,1, r

T
u,2, . . . , r

T
u,K ]T . Note that the channel vector hb

u keeps

constant during the K times repetitive pilot transmission. We

have

ru = Chb
u + ñu (10)

where

C � [CT
1 ,C

T
2 , . . . ,C

T
K ]T , (11)

ñu � [ñT
u,1, ñ

T
u,2, . . . , ñ

T
u,K ]T . (12)

Since the mmWave MIMO beamspace channel is sparse, i.e.,

hb
u is a sparse vector, (10) is essentially a problem of sparse

recovery. However, regarding the fact that the number of

antennas is finite, meaning that the beamspace resolution of

G is finite, there is more or less channel power leakage effect.

In fact, large number of antennas leads to less power leakage

and vice versa. In this context, hb
u is not ideally sparse, i.e.,

hb
u has many small nonzero entries, which makes the sparse

recovery problem more complicated as a result.

III. MODELING OF CHANNEL POWER LEAKAGE

To model the channel power leakage, we first ana-

lyze the leakage effect of beamspace channel. We define

αb(Nh, θu,i) � D(Nh)
Tα(Nh, θu,i) and αb(Nv, ϕu,i) �

D(Nv)
Tα(Nv, ϕu,i). According to (1), the beamspace rep-

resentation of the i(i = 1, 2, . . . , L)th path channel vector

between the BS and the uth user, denoted as hb
u,i can be

expressed as

hb
u,i = GThu,i

= D(Nh)
T ⊗D(Nv)

T gu,iα(Nh, θu,i)⊗α(Nv, ϕu,i)

= gu,ivec
(
αb(Nv, ϕu,i)

(
αb(Nh, θu,i)

)T)
. (13)

To better analyze the characteristic of hb
u,i, we reshape hb

u,i

into a matrix with Nv rows and Nh columns, which is denoted

as Hb
u,i. H

b
u,i can be expressed as

Hb
u,i[p, q] = hb

u,i [(q − 1)Nv + p] . (14)

where Hb
u,i[p, q] denotes the entry at the p(p =

1, 2, . . . , Nv)th row and the q(q = 1, 2, . . . , Nh)th column of

Hb
u,i.
According to [12], generally there will be four peaks being

significantly higher in the main lobe than other peaks in

side lobes. As shown in Fig. 1, the four strongest entries

corresponding to these four peaks are marked in red. The

entries within the selection of two adjacent rows and columns

of Hb
u,i[p, q], illustrated in a shape of DC, occupying a large

proportion of the total channel power. As shown in Fig. 1, the

DC includes the entries marked in blue and red. In fact, some

entries around the four strongest entries are even stronger than

the entries within the DC. For example, the entry marked in a

green cross may be larger in amplitude than the entry marked

in a blue cross. To be in detail, we substitute (13) into (14),

having

Hb
u,i[p, q] = gu,iα

b
p(Nv, ϕu,i)α

b
q(Nh, θu,i) (15)

where αb
i (M, θ) representing the ith entry of the vector

αb(M, θ), can be expressed as

αb
i (M, θ) =

1

M

M−1∑
m=0

e−j2πm( i−1
M +θ). (16)

If θ = (M + 1)/(2M), we have∣∣∣αb
M
2

(
M,

M + 1

2M

)∣∣∣ = ∣∣∣αb
M
2 +1

(
M,

M + 1

2M

)∣∣∣. (17)

Once ϕu,i = (Nv +1)/(2Nv) and θu,i = (Nh +1)/(2Nh),
the channel power leakage is the largest, which has the largest

channel impairment for the transmitted signal. In this context,

we denote the two-dimensional channel matrix as Hb
w, where

the postscript “w” means the worst case. According to (17),

we have∣∣Hb
w[Nh/2 + 1, Nv/2 + 1]

∣∣ = ∣∣Hb
w[Nh/2, Nv/2]

∣∣ (18)

=
∣∣Hb

w[Nh/2, Nv/2 + 1]
∣∣ = ∣∣Hb

w[Nh/2 + 1, Nv/2]
∣∣
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Fig. 1. Modeling of channel power leakage.

which indicating the four strongest entries marked in red in

Fig. 1 are equally large in amplitude. The entry marked in

the green cross is denoted as
∣∣Hb

w[Nh/2 − 1, Nv/2 − 1]
∣∣.

We denote the entry marked in the blue cross is denoted as∣∣Hb
w[Nh/2, z]

∣∣, where z is a positive integer. In the following

theorem, we will show that if z satisfies some conditions, the

entry marked in the green cross is larger in amplitude than the

entry marked in the blue cross, i.e.,
∣∣Hb

w[Nh/2 − 1, Nv/2 −
1]
∣∣ > ∣∣Hb

w[Nh/2, z]
∣∣.

Theorem 1: If

z ≤
⌊1
2
+

Nh

2π
arccos

( (1− cos 3π
Nh

)(1− cos 3π
Nv

)

1− cos π
Nh

− 1
)⌋

,

(19)

we have∣∣Hb
w[Nh/2− 1, Nv/2− 1]

∣∣ > ∣∣Hb
w[Nh/2, z]

∣∣. (20)

Proof: If (19) is satisfied, we have

(1−cos
3π

Nh
)(1−cos

3π

Nv
) < (1−cos

π

Nh
)(1+cos

(2z − 1)π

Nv
).

(21)

Note that we always have |1− ejθ|2 = 2− 2 cos θ. Then (21)

can be written as∣∣1− e
j 3π
Nh

∣∣∣∣1− ej
3π
Nv

∣∣ < ∣∣1− e
j π
Nh

∣∣∣∣1− e−jπNv+2z−1
Nv

∣∣. (22)

Since Nv is even, Nv + 2z − 1 is odd, which means
e−jπ(Nv+2z−1) = −1. We take the reciprocal for both sides
of (22), having
∣
∣
∣
∣
∣

1− ej3π

1− e
j 3π
Nh

∣
∣
∣
∣
∣

∣
∣
∣
∣
∣

1− ej3π

1− e
j 3π
Nv

∣
∣
∣
∣
∣
>

∣
∣
∣
∣

1− ejπ

1− e
j π
Nh

∣
∣
∣
∣

∣
∣
∣
∣
∣

1− e−jπ(Nv+2z−1)

1− e
−jπ Nv+2z−1

Nv

∣
∣
∣
∣
∣
.

(23)

Note that we have 1−εM

1−ε =
∑M−1

m=0 εm for any ε 
= 1. Then

(23) can be rewritten as∣∣∣∣∣
Nh−1∑
m=0

e
j 3πm

Nh

∣∣∣∣∣
∣∣∣∣∣
Nv−1∑
m=0

ej
3πm
Nv

∣∣∣∣∣
>

∣∣∣∣∣
Nh−1∑
m=0

e
j πm

Nh

∣∣∣∣∣
∣∣∣∣∣
Nv−1∑
m=0

e−jπmNv+2z−1
Nv

∣∣∣∣∣ . (24)

Based on (16), we have∣∣∣αb
Nh
2 −1

(
Nh,

Nh + 1

2Nh

)∣∣∣∣∣∣αb
Nv
2 −1

(
Nv,

Nv + 1

2Nv

)∣∣∣
>

∣∣∣αb
Nh
2

(
Nh,

Nh + 1

2Nh

)∣∣∣∣∣∣αb
z

(
Nv,

Nv + 1

2Nv

)∣∣∣. (25)

According to (15) and (25), we can get (20).

For example, suppose Nh = Nv = 32. If z ≤ 11, we have

|Hb
w[15, 15]| > |Hb

w[16, z]|.
Remark 1: For the entry selection, it is better to include

the entry marked in the green cross than that marked in the

blue cross, since the former is larger in amplitude than the

latter. In fact, the entries marked in green without the cross

are also large. However, in [12] which proposes a DC-based

beamspace channel estimation method, these green entries are

neglected. Therefore, in this work, we propose a FS-based

beamspace channel estimation method, where the envelop of

the FS-based model is marked in black in Fig. 1.

IV. FS-BASED BEAMSPACE CHANNNEL ESTIMATION

As shown in Fig. 1, the envelop of the FS-based model is

similar to the hyperbola, we use the following expression to

represent the envelop of the FS-based model as

|y| = c

|x|a (26)

where c and a are real positive parameters to be determined

in terms of Nh, Nv and η. η ∈ (0, 1] is defined as the power

ratio of the entries within the envelop over all the entries.

The x-axis and y-axis are illustrated in Fig. 1. In fact, a is

a parameter related to the number of antennas in horizontal

and vertical. If Nh > Nv, the figure is a flat rectangle instead

of a square in Fig. 1, which implies we should set a > 1. If

Nh < Nv, the figure is a tall rectangle, where we should set

0 < a < 1. If Nh = Nv, we may simply set a = 1. Given

Nh, Nv and a, larger η leads to larger c, which indicates that

the envelop of the FS-based model is larger and more entries

need to be selected.

Given Nh, Nv and η, we can search a and c to find

appropriate parameters for the FS-based model. We denote

the starting position, the stop position and the search interval

for the parameter a as aD, aU, Δa, respectively. Similarly, we

denote the starting position, the stop position and the search

interval for the parameter c as cD, cU, Δc, respectively. Given

a pair of a and c, we obtain a set of entries within the envelop

of the FS-based model as

Ω =
{
(p, q)

∣∣∣∣∣∣∣p− Nv + 1

2

∣∣∣∣∣∣q − Nh + 1

2

∣∣∣a ≤ c

p = 1, 2, . . . , Nv, q = 1, 2, . . . , Nh

}
. (27)

Then we compute the power ratio of the entries in Ω over all

the entries as

η̃ =
∑

(p,q)∈Ω

∣∣Hb
w[p, q]

∣∣2/ Nv∑
p=1

Nh∑
q=1

∣∣Hb
w[p, q]

∣∣2. (28)

We iteratively search for a set of entries with η̃ ≥ η while the

number of entries in the set is minimized. After running steps
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Algorithm 1 FS-based Beamspace Channel Estimation

1: Input: ru, L̂u, Nv, Nh, η, C, aD, aU, Δa, cD, cU, Δc.

2: Initialization: J ← N . Γ ← ∅.

3: for a = aD : Δa : aU do
4: for c = cD : Δc : cU do
5: Obtain Ω via (27).

6: Obtain η̃ via (28).

7: if η̃ ≥ η and ‖Ω‖0 < J then
8: Γ ← Ω. J ← ‖Ω‖0.

9: end if
10: end for
11: end for
12: r

(1)
u ← ru. ĥ

b

u ← 0N .

13: for i = 1, 2, . . . , L̂u do
14: Obtain ζ

(i)
p and ζ

(i)
q via (30) and (31), respectively.

15: Obtain the dominant entries Ψi via (32).

16: repeat
17: ĥ

b

u,i ← 0N . Obtain ĥ
b

u,i[Ψi] via (33).

18: Update Ĥ
b

u,i based on ĥ
b

u,i[Ψi] according to (14).

19: Adjust the dominant entries Ψi.

20: until Stop Condition is met.

21: Calculate r
(i+1)
u via (29).

22: end for
23: Υu =

⋃
i=1,2,...,L̂u

Ψi.

24: Obtain ĥ
b

u[Υu] via (33).

25: Output: ĥ
b

u.

Fig. 2. Adjustment of the FS-based algorithm.

from step 3 to step 11, we obtain a best entry set Γ, which is

initialized to be an empty set in step 2.

From step 12 to step 24, we use r
(i)
u to get an estimation of

hb
u,i, which is denoted as ĥ

b

u,i, i = 1, 2, . . . , L̂u. We initialize

r
(1)
u to be ru, as indicated by step 12. Since the genuine Lu

is unknown in practice, we can only use an estimate of it as

L̂u.

At step 17, we compute r
(i+1)
u based on r

(i)
u via

r(i+1)
u ← r(i)u −Cĥ

b

u,i[Ψi]. (29)

where Ψi is a set including the position information of

dominant entries for the ith channel path. We obtain Ψi as

follows. First, we find out two adjacent rows numbered as

{ζ(i)p , ζ
(i)
p + 1}, whose channel power is the largest in Hb

u,i

via

ζ(i)p = arg max
p=1,2,...,Nv−1

∥∥∥(CH
(p)C(p))

−1CH
(p)r

(i)
u

∥∥∥
2

(30)

and two adjacent columns numbered as {ζ(i)q ,ζ
(i)
q +1}, whose

channel power is the largest in Hb
u,i via

ζ(i)q = arg max
q=1,2,...,Nh−1

∥∥∥(CH
(q)C(q))

−1CH
(q)r

(i)
u

∥∥∥
2

(31)

where C(q) and C(p) represents a submatrix of C consisted

of 2Nv consecutive columns and 2Nh inconsecutive columns,

respectively, with the column numbers respectively denoted as

(q − 1)Nv + 1, (q − 1)Nv + 2, . . . , (q − 1)Nv + Nv, qNv +
1, qNv+2, . . . , qNv+Nv and p, p+1, p+Nv, p+1+Nv, p+
2Nv, p+1+ 2Nv, . . . , p+ (Nh − 1)Nv, p+1+ (Nh − 1)Nv.

Then we can obtain Ψi by

Ψi =
{(

q − Nh

2
+ ζ(i)q − 1

)
Nv + p− Nv

2
+ ζ(i)p , (p, q) ∈ Γ

}
.

(32)

From step 16 to step 20, we iteratively execute the procedures

to optimize Ψi while ensuring the FS shape at the same time.

We estimate the dominant entries of ĥ
b

u,i by the least squares

(LS) method as

ĥ
b

u,i[Ψi] = (CH
Ψi
CΨi)

−1CH
Ψi
r(i)u (33)

where CΨi
represents a submatrix which is made up of

columns with column numbers Ψi from C. Based on the

entries of ĥ
b

u,i[Ψi], we can update the entries of Ĥ
b

u,i ac-

cording to (14) at step 18. As shown in Fig 2, we consider the

entries at the eight corners, which are at the top, bottom, left,

right, top right, top left, bottom right and bottom left directions

respectively, as the outer entries. At step 19, we first delete

the outer entry with the weakest power. Then we add a new

entry outside of the strongest outer entry. If the strongest outer

entry is at the top, bottom, right or left directions, we add a

new entry along the row or the column of the strongest outer

entry. If the strongest outer entry is at the rest four directions,

there are two candidate entries either on the row direction or

column direction, where we select the stronger entry among

these two candidate entries.

Definition 1 (Stop Condition): The entry to be added or

the entry to be deleted is the entry just deleted or added,

respectively.

In fact, the adjustment of the dominant entries ensures that

the total power of the dominant entries is keeping increasing.

When the Stop Condition is satisfied, the total power of the

dominant entries is the largest, which best approaches the real

channel.
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Fig. 3. Comparisons of different channel estimation algorithms (Nh =
32, Nv = 32).

After the positions of the dominant entries have been

calculated for all of L̂u channel paths, we combine all of them

at step 23. We obtain ĥ
b

u[Υu] via (33) by replacing Ψi, ĥ
b

u,i

and r
(i)
u with Υu, ĥ

b

u and ru, respectively. Finally, we output

the channel estimation ĥ
b

u for the uth user.

It should be mentioned that we don’t have to consider the

computational complexity of step 3 to step 11 because they

can be operated offline.

V. SIMULATION RESULTS

We set Nh = Nv = 32, U = 16, V = 256, and L̂u =
3, where gu,1 ∼ CN (0, 1) and gu,i ∼ CN (0, 0.01) for i =
2, 3. We set η = 0.93 and correspondingly J = 56. We set

aD = 0.5, aU = 2, Δa = 0.01, cD = 0, cU = 100 and

Δc = 0.01 so that we can ensure the selected Γ approaches the

best choice. Downlink combiner matrix C is supposed to be a

matrix obeying Bernoulli random distribution, in which all of

its entries satisfying bivariate uniform distribution 1
V {−1,+1}

independently.

As shown in Fig. 3, we make comparisons of different chan-

nel estimation algorithms for their normalized mean squared

error (NMSE), including the FS-based channel estimation

algorithm, DC-based channel estimation algorithm [12] and

ASD-based channel estimation algorithm [11]. We can find

that in low signal-to-noise ratio (SNR) region, the result of

the FS-based channel estimation algorithm is similar as that

of the DC-based channel estimation algorithm. In high SNR

region, the FS-based channel estimation algorithm enjoys a

better performance than that of DC-based channel estimation

algorithm. At SNR=20dB, the result of FS-based channel

estimation algorithm has more than 8% improvement than that

of the DC-based channel estimation algorithm.

The comparisons of computational complexity for these

three algorithms are shown in Table I. The average number of

iterations to run the three algorithms for different SNR is listed

from the first row to the third row of Table I, respectively. The

fourth row is the ratio of average iterations of the FS-based

algorithm over the DC-based algorithm, which essentially

equals ((2V J2+4J3)+(t1−1)(4V J+10J2+2J))/((2V J2+

TABLE I
COMPARISONS OF COMPUTATIONAL COMPLEXITY FOR DIFFERENT

ALGORITHMS.

SNR(dB) -5 0 5 10 15 20 25

FS 8.376 9.135 10.486 13.068 14.439 14.446 14.961
DC 3.138 3.357 3.969 5.276 7.257 8.549 9.113
ASD 2.398 2.384 2.383 2.395 2.387 2.390 2.385
FS over DC 118.6% 120.4% 122.5% 125.7% 122.2% 117.6% 117.1%
FS over ASD 53.5% 55.1% 57.3% 61.1% 63.6% 63.5% 64.5%

4J3) + (t2 − 1)(4V J +10J2 +2J)), where t1 and t2 are the

entries in the first row and the second row, respectively. The

fifth row is the ratio of average iterations of the FS-based

algorithm over the ASD-based algorithm, which essentially

equals ((2V J2+4J3)+(t1−1)(4V J+10J2+2J))/(2V J2t3+
4J3t3), where t1 and t3 are the entries in the first row and the

third row, respectively. According to Table I, the computational

complexity of the FS-based algorithm is much lower than the

ASD-based algorithm. Although the computational complexity

of the FS-based algorithm is a bit higher than that of the DC-

based algorithm, the channel estimation performance of the

former is better than the latter, especially in the high SNR

region.

TABLE II
RATIO OF THE FS-BASED ALGORITHM OVER THE DC-BASED ALGORITHM

IN TERMS OF NMSE FOR DIFFERENT Nh AND Nv .

SNR(dB) -5 0 5 10 15 20 25

64× 64 103.4% 98.4% 95.6% 95.1% 93.7% 94.1% 92.6%
64× 32 104.7% 103.2% 98.0% 95.5% 93.7% 93.2% 92.5%
64× 16 105.6% 103.3% 101.9% 98.1% 96.6% 94.4% 95.1%
32× 32 103.4% 100.9% 97.7% 94.4% 92.5% 91.8% 92.4%
32× 16 106.3% 108.3% 103.4% 99.9% 98.1% 96.6% 94.8%

We also consider mmWave massive MIMO systems with

some other BS antenna configuration, including Nh = 64 and

Nv = 64, Nh = 64 and Nv = 32, Nh = 64 and Nv = 16,

Nh = 32 and Nv = 32, Nh = 32 and Nv = 16. As shown in

Table II, we provide the ratio of the FS-based algorithm over

the DC-based algorithm in terms of NMSE for different Nh

and Nv and different SNR. It is seen that as the SNR increases,

the channel estimation performance of the FS-based algorithm

gets better than that of the DS-based algorithm. The reason is

that the FS-based model can better approach the real channel

with power leakage than the DC-based model, especially in the

high SNR region. We also observe that the FS-based model

performs well with the square BS antenna configuration, e.g.,

Nh = 64 and Nv = 64, Nh = 32 and Nv = 32, since

the parameters of the FS-based model expressed in (26) in

square configuration can be better figured out than the other

configuration.

VI. CONCLUSIONS

In this paper, we have investigated the channel estima-

tion concerning channel power leakage for mmWave massive

MIMO system. We have analyze the leakage effect of two

dimensional beamspace channel and have provided a the-

orem to show that the FS-based model is better than the
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existing DC-based model. We have proposed the FS-based

beamspace channel estimation algorithm, where the initial

selection of dominant entries is computed offline and then

the selection is iteratively refined until the stop condition is

satisfied. Simulation results have verified the effectiveness of

our work and have shown that the FS-based channel estima-

tion algorithm outperforms the DC-based channel estimation

algorithm.Future work will focus on other methods to reduce

the channel power leakage.
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