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Abstract—Different from the existing predefined hierarchical
codebook before the beam training, we design a computation-
aided adaptive codebook and propose a beam training algorithm
based on it. At each layer of the hierarchical codebook, we
first estimate the channel angle of arrival (AOA) or angle of
departure (AOD) according to the beam training results from
the previous layers and then adaptively design a codeword in
the current layer to align with the estimated AOA or AOD.
Benefiting from the computation resources used for the adaptive
codebook design and beam alignment, the proposed algorithm
can improve the success rate of beam training as well as
reducing the training overhead comparing with the existing
algorithms. Simulation results verify the effectiveness of the
proposed algorithm.

Index Terms—Millimeter wave (mmWave) communications,
analog beamforming, hierarchical codebook, massive MIMO.

I. INTRODUCTION

As a promising technology of next-generation wireless
systems, millimeter wave (mmWave) communication has
abundant spectrum resource [1]. To compensate for the severe
path loss of high frequency transmission, large-scale antenna
arrays use beamforming technology to concentrate beam
energy in a specific direction [2].

Typically, the transmitter in mmWave massive MIMO
systems employs hybrid beamformer including an analog
beamformer and a digital beamformer while the receiver
employs hybrid combiner including an analog combiner and
a digital combiner correspondingly [3]. Analog beamform-
ing and combining can perform directional transmission of
mmWave signal by changing the phases of phase shifters
connected to the antenna arrays. Digital beamformer and
combiner are mainly used to tackle the interference of simul-
taneous transmission of multiple data streams dedicated to
multiusers. Although narrower directional beams can achieve
higher beam gain, it requires more accurate channel state
information (CSI), e.g., angle of departure (AOD) and angle
of arrival (AOA) of a mmWave channel. To obtain CSI,
there are two mainstream channel training methods, including
beamspace channel estimation [4] and analog beam train-
ing [5]. Beamspace channel estimation explores the sparse
property of mmWave channels and treats it as a sparse
recovery problem while analog beam training searches the
AOA and AOD of mmWave channels by transmitting and
receiving beams in different directions. An intuitive beam
training method is by exhaustive search, which tests all

possible transmitting and receiving beam pairs to find the
best one. To improve the efficiency of exhaustive search,
beam training methods based on hierarchical codebooks have
been proposed. The hierarchical codebook is with multiple
layers of codewords generally includes a small number of
low-resolution codewords covering wide angle at upper layer
of the codebook and a large number of high-resolution code-
words offering high directional beamforming gain at lower
layer of the codebook. In [6], a codeword design method,
named SPARSE, has been proposed for a system with a
large number of radio frequency (RF) chains. To reduce the
number of RF chains, a hierarchical codebook design method,
named JOINT, has been developed, which only needs one RF
chain [7].

In this paper, we design an adaptive codebook and an effi-
cient beam training algorithm that needs the real-time channel
and training data. Different from the existing hierarchical
codebook training algorithms, we first use the beam training
results from the previous layers to estimate the channel AOA
or AOD at each layer and then we adaptively design a
codeword in the current layer to align with the estimated
AOA or AOD. Comparing with the existing beam training
algorithms, the proposed one can improve the success rate of
beam training as well as reducing the training overhead by
using the computation resources for the adaptive codebook
design and beam alignment.

The notations are defined as follows. Symbols for matrices
(upper case) and vectors (lower case) are in boldface. ◦, (·)T ,
(·)H , ⌊·⌋, ⌊·⌉, diag{·}, IN , E{·}, ∥x∥2 and CN denote the
entry-wise product, transpose, conjugate transpose (Hermi-
tian), flooring integer operation, rounding integer operation,
diagonal matrix, identity matrix of size N , expectation, ℓ2
norm of vector x and the complex Gaussian distribution,
respectively. C denotes the set of complex numbers.

II. SYSTEM MODEL

After introduce the system setup in this section, we provide
an overview on prior work on hierarchical codebook design.

A. System Setup

We consider an uplink mmWave massive MIMO system in-
cluding a transmitter with Nt antennas and a receiver with Nr

antennas. Uniform linear arrays (ULAs) with half-wavelength
interval are employed for antennas at both transmitter and
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receiver. For single data stream transmission, the system can
be modeled as

y =
√
P fHr Hfts+ fHr n, (1)

where fr ∈ CNr and ft ∈ CNt are the normalized analog
combiner and the normalized analog beamformer, respective-
ly, i.e., ∥fr∥2 = 1 and ∥ft∥2 = 1, P and n ∈ CNr denote the
total transmit power and the additive white Gaussian noise
vector with n ∼ CN (0, σ2INr

), respectively. s and y denote
the input symbol of the analog beamformer and the output
symbol of the analog combiner, respectively. The mmWave
massive MIMO channel matrix can be written as [6]

H =

√
NtNr

L

L∑
l=1

αlu(Nr, θl)u(Nt, ψl)
H (2)

where L is the number of channel multipath, αl ∼ CN (0, σ2
l )

is the channel gain of the lth path, ψl and θl denote the AOD
and AOA of the lth path, respectively. The channel steering
vector u(·) can be expressed as

u(N,ϖ) , 1√
N

[1, ejπϖ, . . . , ejπ(N−1)ϖ]T , (3)

where N is the number of antennas and ϖ is the channel AOA
or AOD. If we denote the physical channel AOD and physical
channel AOA of the lth path as ϕtl and ϕrl , then we have
ψl =

2d
λ sinϕtl and θl = 2d

λ sinϕrl where λ is the wavelength
of mmWave signal and we normally set the antenna interval
d , λ

2 . Both ψl and θl obey the uniform distribution between
[-1,1] [8].

In fact, we have

H =

√
NtNr

L
UrΛαU

H
t (4)

where

Ur , [u(Nr, θ1),u(Nr, θ2), . . . ,u(Nr, θL)] ∈ CNr×L,

Ut , [u(Nt, ψ1),u(Nt, ψ2), . . . ,u(Nt, ψL)] ∈ CNt×L,

Λα , diag{α1, α2, . . . , αL} ∈ CL×L.
(5)

B. Review of Prior Work: Hierarchical Codebook Design

In mmWave massive MIMO channel, there is usually one
dominant line-of-sight (LOS) path and several secondary
non-line-of-sight (NLOS) paths. Hierarchical beam training
usually focuses on the efficient search of the dominant path
by designing hierarchical codebook layer by layer.

A hierarchical codebook W ∈ CNt×Nw with Nw ,
⌈2(Nt − 1)⌉ typically covers the entire angle domain χ =
[−1, 1], where different codewords from the same layer of
W have the same resolution but different target angles.
The kth codeword in the mth layer of W is denoted as
w(m, k) ∈ CNt , for m = 1, 2, . . . , SW and k = 1, 2, . . . , 2m,
where SW , ⌊log2Nt⌋ is the number of layers of W.
If we denote the main lobe of w(m, k) as β(m, k), then
β(m, i) ∩ β(m, k) = ∅, i ̸= k, which means different
codewords at the same layer have different main lobes to

ensure unique identification of the codewords during the beam
training. We also have ∪2m

k=1β(m, k) = χ, which means the
main lobes of all codewords at the same layer covers the
entire angle domain. The main lobe of w(m, k) is divided
into the main lobes of two codewords in the next layer, i.e.,
β(m, k) = β(m+ 1, 2k − 1) ∪ β(m+ 1, 2k).

Ideally, the design of codewords in a hierarchical codebook
needs to meet [6],

|u(Nt, ψl)
Hw(m, k)|2 =

{
Cm ψl ∈ β(m, k)
0 ψl /∈ β(m, k)

(6)

where β(m, k) = (−1 + 2k−2
2m ,−1 + 2k

2m ). The equation (6)
means that the directional gain of the same layer codewords
in their the main lobe is constant and the directional gain
tends to be zero if the channel path is out of the main lobe
of the codewords.

In order to search the dominant path of the channel, two
hierarchical codebooks, W and V, need to be established at
the transmitter and receiver, respectively. The beam training
based on hierarchical codebooks aims to find out a pair of
codewords that best matches the dominant path, which starts
the search from the upper layer to the bottom layer of the
hierarchical codebooks. The ith codeword in the mth layer
of V is denoted as v(m, i), for m = 1, 2, . . . , SV and
k = 1, 2, . . . , 2m, where SV , ⌊log2Nr⌋ is the number of
layers of V. Note that the small directional gain of the first
layer codewords in hierarchical codebooks may bring errors
to beam training. We usually start the beam training from
the mF th layer of W and V, where mF ≥ 2. Since there
is no initial information of the channel, we need to perform
an exhaustive search of codeword pairs in the mF th layer.
After finding the codeword pair w(m, k) and v(m, i) best
matching the channel in the mth layer for m ≥ mF , only
w(m+1, 2(k−1)+p), p = 1, 2 and v(m+1, 2(i−1)+q), q =
1, 2 in the (m + 1)th layer need to be tested. Therefore,
the hierarchical codebook search needs to test 22mF pairs
of codewords in the mF th layer and 4 pairs of codewords in
the other layers.

III. COMPUTATION-AIDED ADAPTIVE CODEBOOK
DESIGN

Unlike the existing hierarchical codebook that is normally
predefined before the beam training, in our work, we consider
adaptive hierarchical codebook, where we first estimate the
channel AOA and AOD according to the receiving signals
from the previous layers of the codebooks, and then design
the codewords in the current layer in an adaptive fashion. The
motivation of the adaptive hierarchical codebook is to reduce
the training overhead and improve the success rate of beam
training by using the computation resource at the receiver,
e.g., the base station in uplink transmission.

A. Computation-Aided Channel AOA and AOD Estimation

We first consider the estimation of the channel AOA, where
ft is fixed and the receiver using M different codewords as fr
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for analog combining. The received signal can be expressed
as

yq =
√
PvH

q Hfts+ vH
q n, (7)

for q = 1, 2, . . . ,M , where vq is generally defined as a
codeword of V used in the qth signal receiving. Denote y ,
[y1, y2, . . . , yM ]T and Fr , [v1,v2, . . . ,vM ]H , then we have

y = Ax+ Frn, (8)

where A ,
√
NtNrP/LFrUr and x , ΛαU

H
t fts. The ma-

trix obtained by correlation processing of y can be expressed
as

Ry , yyH . (9)

Since the rank of Ry is one, we can get a set of eigenvectors
ci, i = 1, 2, . . . ,M by making the eigen decomposition of
Ry, where c1 represents the only eigenvector with nonzero
eigenvalue corresponding to the signal space. Therefore, we
have

Ryci = 0, i = 2, 3, . . . ,M. (10)

Denote the kth column of A as ak, for k = 1, 2, . . . , L. We
have

Ry ≈ ARxA
H =

L∑
k=1

L∑
n=1

Rk,naka
H
n (11)

where Rx , xxH and Rk,n denotes the entry on the kth
row and nth column of Rx, for k = 1, 2, . . . , L and n =
1, 2, . . . , L. Note that the approximation in (11) is based on
the assumption that the noise terms are much weaker than
the signal term. Ideally if there is no noise, the approximation
becomes the equality. With noise, we can normally ensure that
the AOA of channel LOS path lies in the main lobes of M
different codewords vq , i.e., θ1 ∈ βr

q , q = 1, 2, · · · ,M , where
relatively higher directional gain than the noise level can be
achieved to make this assumption hold. For example, we can
select the best codeword covering the AOA from each layer
of the hierarchical codebook and totally select M codewords
from M different layers.

Based on (10) and (11), we have
L∑

k=1

L∑
n=1

Rk,naka
H
n ci = 0, i = 2, 3, . . . ,M. (12)

If there is only one LOS path without any NLOS paths, i.e.,
L = 1, then (12) is simplified as

a1a
H
1 ci = 0, i = 2, 3, . . . ,M. (13)

According to the multiple signal classification (MUSIC)
method, we set Cr = [c2, c3, . . . , cM ] and obtain an estimate
of θ1 by

θ̂ = min
φ∈βr

1

∥∥Fru(Nr, φ)u
H(Nr, φ)Fr

HCr

∥∥
2
, (14)

where we assume that βr
1 is the narrowest main lobe of these

M different codewords. With L > 1, we can rewrite (12) as

a1a
H
1 ci +

1
R1,1

∑L
k=1

∑L
n=1Rk,naka

H
n ci = 0,

nk ̸= 1 and i = 2, 3, . . . ,M.
(15)

Since in mmWave MIMO channel, the power of the NLOS
paths is much smaller than the LOS path, e.g., α1 ∼ CN (0, 1)
for the LOS path and α2 ∼ CN (0, 0.01), α3 ∼ CN (0, 0.01)
for two NLOS paths [9], we can still use (14) to obtain an
estimate of θ1.

Similarly, we can use the method proposed above to
estimate the AOD of the channel LOS path with fixed analog
combiner and M different codewords wp as beamformer at
transmitter. The receiving signal can be expressed as

yp =
√
P fHr Hwps+ fHr n, (16)

for p = 1, 2, . . . ,M . By defining y , [y1, y2, . . . , yM ]H and
Ft , [w1,w2, . . . ,wM ]H , we can make eigen decomposition
of yyH to obtain matrix Ct = [c2, c3, . . . , cM ]. Assume
that ψ1 ∈ βt

1 and βt
1 is the narrowest main lobe of these

M different codewords, we can obtain an estimation of ψ1

by
ψ̂ = min

φ∈βt
1

∥∥Ftu(Nt, φ)u
H(Nt, φ)Ft

HCt

∥∥
2
. (17)

B. Computation-Aided Adaptive Codeword Design

After estimating AOA and AOD with the aided computa-
tion, we can predict the adaptive codeword aligned with the
direction of channel path in lower layer [10].

Assuming that the estimated values of the AOD and the
AOA are ψ̂ and θ̂, respectively, considering the limitation
levels of a digital phase shifter, we need to quantify ψ̂ and
θ̂. We set the number of bits of digital phase shifter as D.
The quantization accuracy to the angle of the steering vector
is 2/2D, therefore the quantized values are

ψ̃ = ⌊2D−1ψ̂⌉ × 21−D, θ̃ = ⌊2D−1θ̂⌉ × 21−D. (18)

After the computation of the quantization angle, it is nec-
essary to shift the codewords by different angles according
to different target angles of codewords in different layers.
For the SW -layer codebook W and the SV -layer codebook
V , we can obtain the codeword adaptively by translating the
first codeword in each layer, i.e., w(m, 1),m = 1, 2, . . . , SW

in W and v(m, 1),m = 1, 2, . . . , SV in V. According to the
knowledge of codeword from Section II-B, the translation
angle of w(m, 1) and v(m, 1) are γt = ψ̃ + (2m − 1)/2m

and γr = θ̃+(2m−1)/2m, respectively. Using the knowledge
of ULAs, the codeword can be shifted by changing the signal
phase with phase shifter. Therefore, the adaptive codeword
w∗(m) and v∗(m) aligned with estimated angle ψ̂ and θ̂ in
the mth layer can be expressed as

w∗(m) = [1, ejπγ
t

, . . . , ejπ(Nt−1)γt

]
T
◦w(m, 1)

v∗(m) = [1, ejπγ
r

, . . . , ejπ(Nr−1)γr

]
T ◦ v(m, 1)

(19)

where w and v are designed by the deactivation (DEACT)
approach [7]. Since MUSIC method needs incoherent incident
signals, we use codewords designed by DEACT approach
with less correlation.

From Section II-B, it can be seen that the codewords in
upper layers provides lower directional gain compared to
the lower layer codewords. Therefore, it is easy to search
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w
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w(m+2,4k) w
*(m+2)
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w(m,k)

ψ1
~
ψ
m ~
ψ
m+1

Fig. 1. Comparison of the adaptive codewords w∗ and normal codewords
w.

incorrectly in the upper layer of the hierarchical codebook,
which will lead to the failure of subsequent search. The
design of adaptive codebook aims at enabling the codewords
in lower layers to re-align with the dominant path after error
search in upper layer by aided computation. As shown in
Fig. 1, the green dotted line represents the dominant path
of the channel in the direction of ψ1, the black dotted line
boxes and color boxes are the codewords in hierarchical
codebook and the adaptive codewords, respectively. Assuming
that when searching the mth layer, the system incorrectly
regard w(m, k) as the best codeword, i.e., ψ1 /∈ β(m, k). The
existing hierarchical codebook will identify w(m+1, 2k) and
w(m + 2, 4k) as the best codewords in the (m + 1)th layer
and the (m+ 2)th layer, respectively, which will lead to the
failure of beam training. After estimating ψ1 and obtain ψ̃m

in the mth layer marked by the blue dotted line, the adaptive
codeword w∗(m+1) aligned with ψ̃m will be adopted. Then,
the adaptive codeword w∗(m + 2) generated based on the
ψ̃m+1 estimated in the (m+1)th layer will be more precisely
aligned with ψ1.

C. Computation-Aided Adaptive Codebook Search Algorithm

As shown in Algorithm 1, we propose a computation-aided
adaptive codebook design algorithm. We assume that Nt ≤
Nr. We denote SW = ⌊log2Nt⌋ and SV = ⌊log2Nr⌋ as the
numbers of total layers of W and V, respectively. We have
SW ≤ SV .

1) First stage: We start the search of the hierarchical book
from the mF th layer of both W and V with 2 ≤ mF ≤
SW ≤ SV , regarding that the directional gain of the first
layer codewords may not be strong enough for accurate beam
training. We exhaustively test all pairs of codewords in the
mF th layer of W and V. When testing the pth codeword and
the qth codeword of W and V, i.e., w(mF , p) and v(mF , q),
respectively, for p = 1, 2, . . . , 2mF and q = 1, 2, . . . , 2mF , we
obtain y(p, q) by

y(p, q) =
√
P (v(mF , q))

H
Hw(mF , p)s+ (v(mF , q))

H
n

(20)
according to (1). Then we can find the best pair of p and q
by

(p∗, q∗) = argmax
p,q

|y(p, q)|. (21)

We set y = [y(p∗, 1), y(p∗, 2), . . . , y(p∗, 2mF )]T and
Fr = [v(mF , 1),v(mF , 2), . . . ,v(mF , 2

mF )]H and substi-

Algorithm 1 Beam Training using Computation-Aided Adap-
tive Codebook

1: Input: Nt, Nr, P , mF , W, V
2: Initialization: SW = ⌊log2Nt⌋, SV = ⌊log2Nr⌋.
3: (First Stage:)
4: Obtain θ̃mF via (21), (14) and (18).
5: Obtain ψ̃mF via (21), (17) and (18).
6: Receiver feeds ψ̃mF back to Transmitter.
7: (Second Stage:)
8: Receiver obtains v∗(mF + 1) via (19).
9: for m = mF + 1 : SW do

10: Obtain w∗(m) based on ψ̃m−1 via (19).
11: Obtain a new ψ̃m via (22), (17) and (18).
12: Receiver feeds the new ψ̃m back to Transmitter.
13: if (23) is satisfied then
14: Break.
15: end if
16: end for
17: Transmitter obtains w∗(SW ) via (19).
18: (Third Stage:)
19: for m = mF + 1 : SV do
20: Obtain v∗(m) based on θ̃m−1 via (19).
21: Obtain a new θ̃m via (24), (14) and (18).
22: if (25) is satisfied then
23: Break.
24: end if
25: end for
26: Receiver obtains v∗(SV ) via (19).
27: Output: ft = w∗(SW ), fr = v∗(SV ).

tute them into (14) and (18) and estimate AOA as θ̃mF .
Similarly, we set y = [y(1, q∗), y(2, q∗), . . . , y(2mF , q∗)]H

and Ft = [w(mF , 1),w(mF , 2), . . . ,w(mF , 2
mF )]H and

substitute them into (17) and (18) and estimate AOD as
ψ̃mF . Then the receiver feeds ψ̃mF back to the transmitter. In
practice, the receiver can feed back the index of the codewords
corresponding to ψ̃mF to reduce the feedback quantity since
the bottom layer codewords are normally predefined at the
transmitter and receiver before the beam training.

Note that we may directly feed back p∗ from the receiver to
the transmitter by skipping the estimation of AOD. However,
two codewords including w(mF + 1, 2p∗ − 1) and w(mF +
1, 2p∗) need to be tested, which doubles the testing overhead
compared to that with ψ̃mF fed back.

2) Second stage: Based on θ̃mF , the receiver obtain-
s v∗(mF + 1) via (19). Then the receiver keeps using
v∗(mF + 1) as the analog combiner in this stage. Based on
ψ̃mF , the transmitter obtains w∗(mF ) and w∗(mF + 1) via
(19).

Given ψ̃m−1 obtained from the (m − 1)th layer of W∗,
we can obtain w∗(m) via (19), for m = mF + 1, . . . , SW .
Then we obtain

y(m) =
√
P (v∗(mF + 1))

H
Hw∗(m)s+(v∗(mF + 1))

H
n.

(22)
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We set y = [y(mF ), y(mF + 1), . . . , y(m)]H and Ft =
[w∗(mF ),w

∗(mF + 1), . . . ,w∗(m)]H and substitute them
into (17) and (18) and obtain a new ψ̃m. Then the receiver
needs to feed the new ψ̃m back to the transmitter after
each iteration. We repeat the above procedures until the stop
conditions are satisfied, which are

|ψ̂m − ψ̂m−1| ≤ ϵ/Nt and |ψ̂m − ψ̂m−2| ≤ ϵ/Nt (23)

where ϵ(0 ≤ ϵ < 1) is a predefined convergence factor to
control the convergence speed.

Once the stop conditions are satisfied based on ψ̃m ob-
tained in the current layer, the transmitter obtains the adaptive
codeword w∗(SW ) via (19). Otherwise, the transmitter gets
w∗(SW ) based on ψ̃SW obtained in the SW th layer via (19).
Also, the receiver requires additional feedback to inform the
transmitter to start the third stage.

2) Third stage: The transmitter keeps using w∗(SW ) as the
analog beamformer in this stage. Based on θ̃mF , the receiver
obtains v∗(mF ) and v∗(mF + 1) via (19).

Given θ̃m−1 obtained from the (m− 1)th layer of V∗, we
can obtain v∗(m) via (19), for m = mF + 1, . . . , SV . Then
we get

y(m) =
√
P (v∗(m))

H
Hw∗(SW )s+ (v∗(m))

H
n. (24)

We substitute y = [y(mF ), y(mF+1), . . . , y(m)]T and Fr =
[v∗(mF ),v

∗(mF + 1), . . . ,v∗(m)]H into (14) and (18) and
obtain a new θ̃m. We repeat the above procedures until the
stop conditions are satisfied, where the stop conditions are

|θ̂m − θ̂m−1| ≤ ϵ/Nr and |θ̂m − θ̂m−2| ≤ ϵ/Nr (25)

with a predefined convergence factor ϵ(0 ≤ ϵ < 1) to control
the convergence speed.

Once the stop conditions are satisfied, based on θ̃m ob-
tained in the current layer, the receiver obtains the adaptive
codeword v∗(SV ) via (19). Otherwise, the receiver obtains
v∗(SV ) based on θ̃SV in the SV th layer via (19). Then the
receiver feeds the signal back to the transmitter to start data
transmission.

D. Overhead

Since testing a pair of codewords requires to transmit one
symbol, we define the training overhead as the total number of
symbols to be transmitted for beam training. Here, we adopt
the hierarchical codebook in Section III-C to compare the
training overhead of hierarchical codebook search algorithm
and Algorithm 1.

According to Section II-B, the hierarchical codebook
search algorithm needs to test 22mF pairs of codewords in
the mF th layer and 4 pairs of codewords in the other layers.
When SV > SW , the hierarchical codebook search algorithm
searches V independently, after finishing the SW th layer
search of V and W. Therefore, the training overhead of the
hierarchical codebook search algorithm can be expressed as

Thc = 22mF + 2(SW + SV )− 4mF . (26)
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Fig. 2. Comparisons of proposed algorithm and hierarchical codebook
search algorithm for different N in terms of training overhead, where
N = Nt = Nr = 2n, n = 3, 4, . . . , 9 and SW = SV = log2(N).

According to Section III-C, the proposed algorithm only
needs to test one codeword in each layer when searching the
adaptive codebook W and V separately. Hence, the training
overhead of the proposed algorithm with complete search can
be expressed as

Tad = 22mF + SW + SV − 2mF . (27)

IV. SIMULATION RESULTS

We consider an mmWave channel with L = 3 multipath
and the AOD and AOA obey the uniform distribution [−1, 1].
The channel gain of the dominant path is set to be α1 ∼
CN (0, 1), while the other two are set to be α2 ∼ CN (0, 0.01)
and α3 ∼ CN (0, 0.01) [9].

As shown in Fig. 2, we compare the training overhead
of Algorithm 1 and the hierarchical codebook search algo-
rithm with different antenna numbers. It can be seen that
proposed algorithm outperforms the hierarchical codebook
search algorithm in terms of training overhead, especially
when the number of antennas is large. With the increasing
number of antennas, the gap of the training overhead between
the proposed algorithm and the hierarchical codebook search
algorithm gets larger, e.g., the training overhead of the former
can be almost half that of the latter when Nt = Nr = 512,
ϵ = 1 and SNR= 5 dB. The reason is that the proposed
algorithm reduces the number of transmit symbols by using
aided computation to predict the adaptive codewords in the
lower layers. The training overhead is further reduced when
the stop conditions are used to terminate the beam training
beforehand. Comparing the proposed algorithms, the training
overhead decreases with the relaxation of the convergence
factor ϵ and the increasing SNR. The reason is that the
accuracy of aided computation estimation will increase with
the SNR, which accelerates the convergence of the estimation.

Next, we compare the performance of Algorithm 1 using
the adaptive codebook and the hierarchical codebook search
algorithms using JOINT codebook designed in [7] for differ-
ent SNR and different ϵ. Note that JOINT codebook is the
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Fig. 3. Comparisons of success rate with varying SNR and ϵ. Left : Nt = Nr = 32, SW = SV = 5. Middle : Nt = Nr = 128, SW = SV = 7.
Right : Nt = 8, Nr = 128, SW = 3, SV = 7.

state-of-the-art single RF chain codebook in terms of search
success rate.

The left figure in Fig. 3 shows the success rates of Algo-
rithm 1 and JOINT codebook, where Nt = Nr = 32. From
this figure, our proposed algorithm with complete search and
ϵ = 0.25 outperforms JOINT codebook when SNR > 0 dB,
and the performance is improved by 6.8% using the proposed
algorithm with complete search when SNR = 7.5 dB. Even
if the convergence factor is relaxed, i.e., ϵ = 1, the proposed
algorithm still has certain advantages in performance.

The middle figure in Fig. 3 compares the success rates
when Nt = Nr = 128. From the comparison, for SNR > 5
dB, the performance of Algorithm 1 (ϵ < 0.125) outperforms
JOINT codebook and a stricter convergence factor is needed
to ensure the search success rate when the number of antennas
is large. As can be seen in conjunction with the left figure
and middle figure in Fig. 3, JOINT codebook can achieve
high success rates only when Nt, Nr are large while proposed
algorithm can have high success rates in both large Nt, Nr

and small Nt, Nr.
We compare the performance of codebook designed by the

JOINT approach, the DEACT approach [7] and Algorithm 1
in the right figure in Fig. 3, where Nt = 8, Nr = 128. It
is illustrated that for a typical base station-to-user uplink
mmWave massive MIMO system beam training scenario
where Nr ≫ Nt, the proposed algorithm outperforms the
JOINT codebook and DEACT codebook. The gap of success
rate between the proposed algorithm and the JOINT approach
is up to 5.7% when SNR= 7.5 dB.

V. CONCLUSIONS

In this paper, we have proposed an algorithm to design
adaptive codebook using computation resources to reduce
the training overhead and improve the training performance.
Simulation results show that the proposed algorithm outper-
forms the hierarchical codebook search algorithm, where the
training overhead of the former is almost half that of the
latter when the number of antennas at the transmitter and the

receiver is equal to 512. Moreover, compared with the state-
of-the-art single RF chain codebook design, the proposed
algorithm has a higher search success rate under the SNR
commonly used in beam training.
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