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Abstract—Time-domain channel estimation for wideband mil-
limeter wave (mmWave) MIMO OFDM systems is considered.
To mitigate the overfitting of the existing time-domain chan-
nel estimation exploiting block sparsity (TDCEBS) scheme, we
propose a block sparse channel estimation exploiting residual
difference (BSCERD) scheme, where we first compute the dif-
ference of the residual power for every two adjacent iterations,
and then determine a threshold to indicate the convergence of
the iterations. Moreover, to improve the global optimality and
reduce the time overhead of compressive sensing, a block sparse
channel estimation based on deep learning (BSCEDL) scheme
is proposed to determine the indices of the nonzero blocks
simultaneously. We exploit the QuaDRiGa to assess the efficacy
of the schemes proposed. Simulation results show that both
BSCERD and BSCEDL outperform TDCEBS, while BSCEDL
is better than BSCERD in performance and can achieve much
lower time overhead.

Index Terms—Block sparse, channel estimation, deep learning,
mmWave communications, sparse recovery

I. INTRODUCTION

In order to fulfill high communication requirement of 5G
and beyond, millimeter wave (mmWave) communication has
received extensive attention due to its abundant spectral re-
sources. Different from the early research on narrow-band
mmWave channels [1]–[3], recent studies exhibit the wideband
characteristics of mmWave channels in practice and orthogonal
frequency-division multiplexing (OFDM) has been introduced
to mmWave massive MIMO communication [4]–[6].

Channel estimate is required to get channel state infor-
mation for mmWave massive MIMO [7]. Numerous studies
have shown that mmWave channels are essentially sparse,
and for the delay sparsity of wideband mmWave channels,
time-domain channel estimation has been widely investigated.
Utilizing the channel delay sparsity, [6] proposes a sparse
Bayesian learning (SBL) based block sparse channel esti-
mation scheme. In [8], based on the least squared (LS)
method and the orthogonal matching pursuit (OMP), a time-
domain channel estimation method with two steps is proposed.
Based on the block sparsity of different spatial directions, [9]
purposes a time-domain channel estimation exploiting block
sparsity (TDCEBS) scheme and further improves channel
estimation performance.

In practice, since the channel sparsity is unknown, sparse
channel estimation methods may stop the iterations earlier
or later than reaching the actual sparsity when iteratively
performing the sparse recovery. In the former case, the time-
domain channel is not fully recovered, which results in the
underfitting of the channel estimation. In the latter case, the
overfitting of channel estimation will probably happen, due
to the severe noise effect [10]. In either case, there is some
loss in sparse channel estimation performance, which calls
for accurate estimation of the channel sparsity. Note that
the TDCEBS scheme sets the termination condition of the
iterations as reaching a predefined number probably a bit larger
than the actual sparsity, which may result in the overfitting of
the channel estimation.

Moreover, sparse channel estimation schemes based on
compressive sensing (CS) estimate the time-domain channel
in a sequential and greedy manner, which cannot ensure
the global optimality [3]. In addition, compressed sensing
algorithms require iterative calculations, which have high time
overhead and may be difficult to adapt to large-scale real-time
communication systems. Deep learning can typically train the
neural network (NN) based on channel data before starting
the channel estimation, which only needs a low time overhead
by deploying the well-trained NN for channel prediction.
The above motivates us to estimate the valid channel entries
simultaneously rather than sequentially by deep learning.

The contribution of this paper is mainly summarized as
follows.

1) To mitigate the overfitting of the TDCEBS scheme, we
propose a block sparse channel estimation exploiting
residual difference (BSCERD) scheme. For the BSCERD
scheme, we first compute the difference of the residual
power for every two adjacent iterations, and then de-
termine a threshold to indicate the convergence of the
iterations.

2) To avoid the greedy search and reduce the time overhead
of CS algorithm, we propose a block sparse channel
estimation based on deep learning (BSCEDL), where the
indices of all nonzero blocks are estimated simultane-
ously by the deep learning.
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Notations: a,a,A denote a scalar, a vector, and a matrix,
respectively, while (∗)T , (∗)H , ‖ ∗ ‖2, ‖ ∗ ‖F signify the trans-
pose, the conjugate transpose, the `2 norm, and the F -norm,
respectively. The mth element of the vector a is represented
as [a]m. [A]m,n signifies the item in the mth row and nth
column of the matrix A, and IK denotes an identity matrix
with K-by-K dimensions. R, C and ∅ represent the set of
real-valued numbers, the set of complex-valued numbers and
the empty set, respectively. ∪ and \ denotes the union of sets
and operation of set exclusion.

II. SYSTEM MODEL

As illustrated in Fig. 1, a downlink wideband mmWave
massive MIMO OFDM system is taken into consideration.
The base station (BS) is outfitted with a uniform linear array
(ULA) of NBS antennas, while the user is given access to a
single antenna. The duration of each OFDM sample is

Ts =
1

Nc∆f
, (1)

where Nc is the number of OFDM subcarriers, ∆f is the
subcarriers spacing. The length of the cyclic prefix (CP) placed
at the head of each OFDM symbol to eliminate inter-carrier
interference is denoted by Ncp.

A line-of-sight (LoS) scenario is considered for the sys-
tem, which includes a LoS path and L − 1 non-line-of-sight
(NLoS) paths. According to the extended Saleh-Valenzuela
channel model, the wideband mmWave MIMO channel can
be expressed as

h(t) =

r
NBS

L

LX
l=1

γlp(t− τl)αH(NBS, φl), (2)

where φl, τl and γl, for l = 1, 2, . . . , L denote the angle-of-
departure (AoD), delay and the channel gain of each channel
path respectively, p(t) is the pulse shaping function with
duration Ts, and α(NBS, φl) is expressed as

α(NBS, φl) =
1√
NBS

[1, ejπφl , . . . , ej(NBS−1)πφl ]T . (3)

For convenience, we set the maximum channel time exten-
sion equal to the length of CP. After channel sampling with
Ncp taps, (2) can be written as

h(n) =

r
NBS

L

LX
l=1

γlp(nTs − τl)αH(NBS, φl), (4)

for n = 1, 2 . . . , Ncp. The wideband channels are stacked
together to obtain the time-domain channel matrix H ∈
CNcp×NBS , expressed as

H ,
�
h(1)T ,h(2)T , . . . ,h(Ncp)T

�T
. (5)

Frequency-domain pilot symbols of length K(K ≤ Nc)
are transmitted in order to estimate H , where x(k), k =
1, 2, . . . ,K denotes the kth transmitted pilot symbol and
y(k), k = 1, 2, . . . ,K stands for the corresponding received
pilot symbol. Then the received pilot vector can be defined as

y , [y(1), y(2), . . . , y(K)]T ∈ CK , (6)

Fig. 1. Wideband mmWave MIMO system with block-sparse channels.

and we have
y = XDHf + η, (7)

where X = diag{x(1), x(2), . . . , x(K)} ∈ CK×K is a diago-
nal matrix, and D ∈ CK×Ncp is constructed by extracting the
first Ncp columns and picking the K rows that correspond
to the pilot subcarriers from the standard discrete Fourier
transform (DFT) matrix G ∈ CNc×Nc . f ∈ CNBS is a
beamforming vector and η ∈ CK represents an additive white
Gaussian noise (AWGN) vector with η ∼ CN (0, σ2IK).

The NBS distinct beamforming vectors are used to scan the
whole space, and make up a codebook matrix

F , [f1,f2, . . . ,fNBS
] ∈ CNBS×NBS . (8)

Based on (7) and (8), we have

Y = XDHF + Ψ, (9)

where Y , [y1,y2, . . . ,yNBS
] ∈ CK×NBS is the received

pilot matrix, and Ψ , [η1,η2, . . . ,ηNBS
] ∈ CK×NBS is the

AWGN matrix.
To estimate H , (9) is firstly multiplied on both sides by the

right pseudo-inverse of F , expressed as

Y FH(FFH)−1 = XDH + ΨFH(FFH)−1. (10)

For simplicity, we rewrite (10) as

Z = AH +N , (11)

where,

A ,XD ∈ CK×Ncp , (12)

Z ,Y FH(FFH)−1 ∈ CK×NBS , (13)

N ,ΨFH(FFH)−1 ∈ CK×NBS . (14)

Then, H can be estimated by the LS method, expressed ascHLS = (AHA)−1AHZ. (15)

It is worth noting that the foundation of (15) is that A is
full rank of column. We cannot ensure that A is always full
rank of column even if K ≥ Ncp because the rank of A
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is fundamentally decided by D and G. A may be a matrix
with low rank of column if we decrease the quantity of pilot
symbols to improve spectral efficiency, which results in K <
Ncp. So we cannot use (15) to estimate H directly.

In practice, because of the typically sparsity of mmWave
channels, there are far less channel paths than the maximum
channel time extension i.e., L� Ncp, causing the majority of
the rows in H are zero. As shown in Fig. 1, only some rows
of H storing channel paths are nonzero and columns share
the same sparsity. The time-domain channel matrix exhibits
block-sparse features of rows.

Consistent with [9], to take use of the block sparsity of H ,
we vectorize H ,Z and N by stringing each row together as
follows

s ,
�
h(1),h(2), . . . ,h(Ncp)

�T ∈ CNcpNBS , (16)

q ,[z1, z2, . . . ,zK ]T ∈ CKNBS , (17)

v ,[n1,n2, . . . ,nK ]T ∈ CKNBS , (18)

where zk and nk represent the kth row of Z and N .
Then we define a stacked measurement matrix

B ,

0BBB@
B1,1 B1,2 · · · B1,Ncp

B2,1 B2,2 · · · B2,Ncp

...
...

. . .
...

BK,1 BK,2 · · · BK,Ncp

1CCCA ∈ CKNBS×NcpNBS ,

(19)
where Bk,m is the (k,m)th block of B, denoted as

Bk,m , [A]k,mINBS
∈ CNBS×NBS , (20)

for k = 1, 2, . . . ,K and m = 1, 2, . . . , Ncp.
Finally, (11) can be rewritten as

q = Bs+ v. (21)

We transform the row-sparse features of H into block-
sparse features of s, which can be estimated by the block
sparse compressive recovery algorithms.

III. BSCERD TIME-DOMAIN CHANNEL ESTIMATION

It is worth noting that the channel delays of different paths
are generally different, but it is likely that there are some
paths with close channel delays. Due to the limited resolution
of tap sampling, the paths with close delays are collected in
the same delay tap and superimposed in the same row of H .
This shows that the number of non-zero rows of H is not
necessarily equal to L, but usually less than L and changes
dynamically. Therefore, it is necessary to design an effective
termination condition for the block sparse channel estimation
of H . TDCEBS only sets a predefined number N = L of
iterations or a fixed threshold as the termination condition,
which may lead to overfitting.

Different from TDCEBS, we find the stability of the dif-
ference of the residual power for two adjacent iterations,
and accurately estimate the channel sparsity by computing an
adaptive residual difference thresholds.

Firstly, a residual vector is defined as r ∈ CNq , and
initialized by r ← q. Then, the iteration count m, and the
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Fig. 2. Convergence of bR with increasing iterations.

maximum iteration number M > L+ 1 are defined to control
the entire iterative process.

At each iteration, the optimal non-zero block index of H
can be obtained [9] by

I = arg max
i∈{1,2,...,Ncp}\�



PH
i r



2
, (22)

where Pi ∈ CKNBS×NBS is the ith column block of B defined
as

Pi ,
�
BT

1,i,B
T
2,i, . . . ,B

T
K,i

�T
. (23)

We define a vector Γ ∈ RM to store I picked out at each
iteration. For the m-th iteration, [Γ]m can be denoted as

[Γ]m ← I. (24)

Then the residue vector is updated as

r ← q − P�(PH
� P�)−1PH

� q, (25)

where
P� , {Pi, i ∈ Γ}. (26)

We define a vector R ∈ RM+1 to store the power ‖r‖2 at
each iteration, where [R]0 is initialized as [R]0 ← ‖q‖2 when
the iteration is not started, and [R]m at the mth iteration can
be expressed as

[R]m ← ‖r‖2. (27)

In addition, we define a vector bR ∈ RM to store the
difference of the residual power for two adjacent iterations.
[ bR]m at the mth iteration can be expressed as

[ bR]m ← [R]m−1 − [R]m. (28)

We iteratively run (22), (24), (25), (27) and (28) until the
iteration number is equal to the maximum iteration number,
i.e., m = M .

Since the block sparsity of H is unknown, after all M
iterations, Γ stores redundant indices, so Γ need to be fur-
ther filtered. We consider filtering Γ exploiting the residual
difference vector bR. As shown in Fig. 2, in the iterative
process, as the nonzero blocks of H are projected according
to the primary and secondary, bR reduces and converges with
increasing iterations. When the current iteration number m is
equal to the actual block sparsity, which means that all of the
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Algorithm 1 Block Sparse Channel Estimation Exploiting
Residual Differential (BSCERD)
Input: A, Z, σ, M .
Output: cH
.

1: Initialization: m ← 1, r ← q, Γ ← 0M , R ← 0M+1,bR← 0M , Ω← ∅.
2: [R]0 ← ‖q‖2.
3: while m ≤M do
4: Obtain the optimal nonzero block index via (22).
5: Update the index vector Γ via (24).
6: Update the residual vector r via (25).
7: Update the residual power vector R via (27).
8: Update the residual difference vector bR via (28).
9: m← m+ 1.

10: end while
11: for i = 1 to M − 1 do
12: if [ bR]i ≥ [ bR]M + σ then
13: Ω← Ω ∪ {[Γ]m}
14: end if
15: end for
16: Estimate the nonzero rows of H via (31).

nonzero blocks have been projected, the residual difference
[ bR]m+1, . . . , [ bR]M will fluctuate slightly and then converge.
By setting the residual difference threshold, the actual block
sparsity of the channel can be accurately estimated to filter Γ.

We define the set Ω to store the filtered results, and initialize
Ω← ∅. When all M iterations are over, set [ bR]M + σ as the
adaptive filtering threshold, where σ is used to eliminate jitter.
If [ bR]i is greater than [ bR]M + σ, [Γ]i is stored in Ω, which
can be expressed as

Ω←Ω ∪ {[Γ]i} , i = 1, 2, . . . ,M − 1, (29a)

s.t. [ bR]i > [ bR]M + σ. (29b)

Then the columns from A corresponding to the indices in
Ω are picked out to form a submatrix

A
 , {Ai, i ∈ Ω} ∈ CK×J . (30)

Finally, LS estimation method is adopted to calculate the J
nonzero rows H
 of H .cH
 = (AH


A
)−1AH

Z. (31)

The overview of the specific steps of the BSCERD channel
estimation scheme is shown in Algorithm 1

IV. BSCEDL TIME-DOMAIN CHANNEL ESTIMATION

The BSCERD and TDCEBS schemes take a sequential and
greedy manner to find the optimal nonzero block indexes,
which cannot guarantee the global optimality and lead to high
time overhead.

In this section, we propose a block sparse channel estima-
tion based on deep learning (BSCEDL) scheme to efficiently
estimate the valid of all blocks of s in parallel. The scheme
mainly includes time-domain channel nonzero block indices

Simulated 
Environment BIENN

Calculate
Loss

Practical
Environment

Nonzero Block 
Indices Prediction

Channel
Reconstruction

Offline Training

Online Deployment

Update Weights

g

Ĥ

Fig. 3. Block diagram of BSCEDL: offline training and online deployment.

Fig. 4. Illustration of the BIENN.

estimation and channel reconstruction. The block diagram of
BSCEDL is shown in Fig. 3.

A. Nonzero Block Indices Estimation

We first define Λ ∈ RNcp to store the projected value of
each column block in B on q, where the ith element of Λ is
expressed as

[Λ]i =


PH

i q



2
. (32)

As shown in Fig. 3, the time-domain channel nonzero block
indices estimation is made up of two stages: the offline train-
ing of the nonzero block indices estimation neural network
(BIENN) and its online deployment. After BIENN has been
trained offline, the time-domain channel sparse block gain
estimate uses the BIENN as the kernel. As shown in Fig. 4,
the input of the BIENN is Λ̄, which is obtained by reshaping
Λ into the size of

p
Ncp ×

p
Ncp.

The ultimate goal of BIENN is to find the indices of nonzero
blocks in H . We define g ∈ RNcp to store the label of each
block in H , where the label of the ith block in H can be
expressed as

[g]i =

(
1, ‖h(i)‖2 6= 0

0, ‖h(i)‖2 = 0
, i = 1, 2, . . . , Ncp. (33)

Therefore, we use g as the training label of BIENN, and
BIENN outputs the prediction bg of g by learning the char-
acteristics of Λ̄. The optimization goal of the whole training
process is to make bg as close to g as possible, so the loss
function trained for BIENN is defined as the mean square
error function, expressed as

floss(g, bg) =
1

Ncp

NcpX
n=1

([g]n − [bg]n)2. (34)

As illustrated in Fig. 4, three hidden layers and an output
layer make up the BIENN model used in the BSCEDL scheme.
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Algorithm 2 Block Sparse Channel Estimation based on Deep
Learning (BSCEDL)
Input: A, Z, q, ε.
Output: cH�.

1: Initialization: Υ← ∅.
2: Obtain Λ and Λ̄ via (32).
3: Input Λ̄ to the offline-trained BIENN to get bg.
4: for i = 1 to Ncp do
5: if [bg]i > ε then
6: Υ← Υ ∪ {i}
7: end if
8: end for
9: Estimate the nonzero rows of H via (36).

Each hidden layer is made up of a convolutional (Conv) layer
and a batch normalization (BN) layer. These three Conv layers
each include 8, 16, and 32 filters, respectively, and the size and
stride of filter in each Conv layer are set to be 3 × 3 and 1,
respectively. In addition, the ReLU function, which can be
expressed as fRe = max(0, x ), is the activation function used
in each layer. The input of BIENN is Λ̄ ∈ R

√
Ncp×
√
Ncp , the

output is bg.
In the simulation environment in Fig. 3, we generate a

dataset with 2 × 104 samples exploiting QuaDRiGa whose
parameters are described in Section V and divide it into
training set and verification set in a ratio of 8 : 2 for offline
training of BIENN. The adaptive moment estimation (Adam)
optimizer is adopted to train BIENN by the deep learning
toolbox of Matlab. The learning rate is set to an exponential
decay function, where the initial value of the learning rate is
0.001 decaying to 80% after every 10 training epochs.

During the online deployment stage of the BIENN, the
received signal Y is obtained from the actual environment.
Since F , X and D are known to the base station, we can
obtain A and Z based on (12) and (13). Then we construct
q and B based on (17) and (19). Finally, we get Λ̄ based on
(32) and feed it into BIENN to get the prediction bg of g.

B. Channel Reconstruction

We set a threshold of ε = 0.5 to determined the validity of
each time domain channel block with binary judgment. The
estimated sparsity J is obtained by calculating the number
of elements in bg greater than ε, and store the index of the
corresponding elements in Υ ∈ RJ , expressed as

Υ←Υ ∪ {i} , i = 1, 2, . . . , Ncp, (35a)
s.t. [bg]i > ε. (35b)

Finally, the LS estimation method is adopted to calculate
the J nonzero rows H� of H .cH� = (AH

�A�)−1AH
�Z. (36)

The overview of the specific steps of the BSCEDL channel
estimation scheme is shown in Algorithm 2

V. SIMULATION RESULTS

We use the QuaDRiGa [11] to carry on the validation
of performance for the wideband mmWave communication
system, where a BS equipped with NBS = 64 antennas serves
a single-antenna user. According to the 5G new radio (NR)
high-frequency standard, specific simulation parameters for
OFDM modulation are listed in Table I.

TABLE I
PARAMETERS OF QUADRIGA.

Parameter value
Number of BS antennas NBS = 64
Number of subcarriers Nc = 2048

length of CP Ncp = 144
Number of paths L = 21
Center frequency 28GHz

Subcarrier spacing �f = 120KHz
Distance between UE and BS 25 � 250m

Height of BS 25m
Height of UE 1:5m

The 132 resource blocks (RBs) that take up 1584 OFDM
subcarriers around the center frequency are utilized for signal
transmission in accordance with the 5G NR standard, while
the remaining OFDM subcarriers at the two band edges are
employed as blank subcarriers. Each RB transmits one of the
K = 132 pilot symbols.

The proposed BSCERD and BSCEDL schemes are com-
pared with existing TDCEBS [9], SBL [6] and OMP schemes.
We set the maximum number of iterations N = L = 21 for
TDCEBS and OMP, M = 23 and σ = 0.1 for BSCERD, and
ε = 0.5 for BSCEDL.

As shown in Fig. 5, we compare the channel estimation
performance in terms of the normalized mean squared error
(NMSE), which is expressed as

NMSE =
‖cH −H‖2F
‖H‖2F

. (37)

It is seen that the NMSE performances of the proposed
BSCERD and BSCEDL schemems are better than that of
other schemes and BSCEDL has the best performance. When
SNR = 20dB, BSCERD and BSCEDL respectively have
1.8dB and 2.8dB improvements compared with TDCEBS.
Three schemes are better than OMP and SBL.

As shown in Fig. 6, we also compare the bit error rate (BER)
performance of different schemes using the digital modulation
method of quadrature phase shift keying (QPSK). When
SNR = 20dB, BSCERD and BSCEDL respectively have
0.5dB and 1dB BER performance improvements compared
with TDCEBS.

The reasons for the performance differences are explained as
follows. The SBL performs worse than the other schemes since
it can only achieve approximately-sparse channel estimation
which leads to power leakage on zero channel entries. OMP
recovers each column vector of H independently without
taking use of the block sparsity of H . The other three schemes
all take use of the block sparsity of H for sparse recovery, but
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Fig. 5. Comparison of NMSE performance between different schemes.
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Fig. 6. Comparison of BER performance between different schemes.

TDCEBS only stops the iterations by the predefined number
N = L, so the estimated results may include the indices
of zero blocks, resulting in overfitting. BSCERD accurately
filters the nonzero blocks of H exploiting the difference of the
residual power for every two adjacent iterations. By learning
the features of Λ, BSCEDL estimates all the nonzero blocks
of H simultaneously to improve the global optimality, which
has the best performance.

Finally, we conduct a simulation of the time overhead
performance of the schemes. All simulation code was exe-
cuted in Matlab on a computer with a hexa-core processor,
16GB RAM and an NVIDIA GeForce GTX1660Ti graphics
card. Table II compares the simulation time overhead of the
four schemes. As shown in Table II, the runing time of
BSCEDL is reduced by η1, η2 and η3 respectively compared
with BSCERD, TDCEBS and OMP. BSCEDL uses a trained
neural network to predict all channel entries in parallel rather
than iterative calculation, reducing time overhead greatly. The
BSCERD and TDCEBS schemes need to exploit a stacked
measurement matrix B and exploit the block sparsity of H ,
so the time overhead will be greater than that of OMP.

TABLE II
TIME OVERHEAD COMPARISON

Schemes Time overhead(s) Time reduction ratio

BSCEDL 0:047 Baseline
BSCERD 8:384 �1 = 99:44%
TDCEBS 7:483 �2 = 99:37%
OMP 0:675 �3 = 93:04%

VI. CONCLUSIONS

In this paper, two block sparse time-domain channel estima-
tion schemes have been proposed. BSCERD exploits residual
difference to mitigate the overfitting of the existing TDCEBS
scheme. BSCEDL improves the global optimality and reduces
the time overhead by deep learning. The focus of our future
study will be continued on deep learning based channel
prediction and beamforming for mmWave massive MIMO.
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