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Abstract—In this letter, we propose a true-time-delayer net-
work assisted hybrid beamforming scheme for wideband mil-
limeter wave multiple-input multiple-output integrated sensing
and communications. By jointly optimizing the digital beam-
former, the true-time-delayer network and the phase shifter
network, we aim at making the sum of beam patterns across
all subcarriers approach a predefined sensing beam pattern,
subject to the constraints of the signal-to-interference-plus-noise
ratio requirements of communication users and the maximum
transmit power of the base station. To improve the design flex-
ibility, the sensing beam pattern is distributed among different
subcarriers for optimization, with phase vectors introduced to
transform the modulus summation into a linear summation.
Additionally, by decoupling the multi-variable constraint, we
employ the alternating direction method of multipliers to decom-
pose the original problem into manageable subproblems, which
are iteratively optimized. Simulation results demonstrate that
the proposed scheme outperforms existing hybrid beamforming
schemes in terms of beam pattern and sensing performance.

Index Terms—Alternating direction method of multipliers,
integrated sensing and communications, second-order cone pro-
gramming, wideband hybrid beamforming.

I. INTRODUCTION

With the development of information technology, the re-
quirements for communication quality are increasing, necessi-
tating high transmission rates, low service latency and strong
system robustness. Consequently, the standardization of 6G
wireless networks has become a priority. Among the new
application scenarios, integrated sensing and communications
(ISAC) have attracted widespread attention from academia
and industry. By utilizing the similarities between commu-
nication and sensing signals, the system can simultaneously
serve for the communication and sensing purposes.

The ISAC systems typically use orthogonal frequency
division multiplexing (OFDM) modulation and multiple-input
multiple-output (MIMO) technologies to achieve joint allo-
cation of frequency and spatial resources. In [1], a two-
step hybrid beamforming scheme in MIMO ISAC system
considering the signal-to-interference-plus-noise ratio (SINR)
constraint for communication users is proposed, where the
fully digital beamformer is obtained at first and then the
hybrid beamformer is determined. As system bandwidth
increases, in-depth studies of wideband MIMO systems be-
come increasingly significant. Wideband systems may cause
angle modulation effects in analog beamforming, leading to
severe performance degradation in massive MIMO systems.
To combat these effects, deliberately designed compensation
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can be performed for digital beamforming according to the
severity of the beam squint [2]. To mitigate angle modulation
effects from system level, a true-time-delayer (TTD) based
delay-phase precoding architecture is proposed, generating
a frequency-dependent beamforming architecture to improve
over the conventional frequency-independent analog beam-
forming [3]. Beam squint effects have also been studied in
ISAC systems. By leveraging beam squint effects, narrow
beams at different frequencies are superimposed into a wide
beam for user position sensing, and then the angle modulation
effect is eliminated during the communication phase [4]. The
existing literature focuses on eliminating the squint effect of
a single beam, and it would be interesting to investigate how
to achieve multi-beam alignment simultaneously.

In this letter, we propose a true-time-delayer (TTD) net-
work assisted hybrid beamforming (TTDHBF) scheme for
wideband millimeter wave (mmWave) MIMO ISAC system.
By jointly optimizing the digital beamformer, the TTD net-
work and the phase shifter network, we aim at making the sum
of beam patterns across all subcarriers approach a predefined
sensing beam pattern, subject to the constraints of the SINR
requirements of the communications users and the maximum
transmit power of the base station (BS). To improve the design
flexibility, the sensing beam pattern is distributed among
different subcarriers for optimization, with phase vectors
introduced to transform the modulus summation into a linear
summation. Additionally, by decoupling the multi-variable
constraint, we employ the alternating direction method of
multipliers (ADMM) to decompose the problem into man-
ageable subproblems, which are iteratively optimized.

Notations: Symbols for matrices and vectors are denoted
in boldface. ( )T, ( )H, ( )−1, ( )†, ∥ ∥2, ∥ ∥F, | |, ∠ and E { }
denote the transpose, the conjugate transpose, the inverse,
the pseudo-inverse, the ℓ2 norm, the Frobenius norm, the
modulus, the phase and the expectation, respectively. [a]m
represents the mth entry of a vector a. IK denotes a K-by-K
identity matrix. CN (m,R) represents the complex Gaussian
distribution whose mean is m and covariance matrix is R.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a hybrid beamforming
architecture for a wideband ISAC BS [5]. Assume the BS
serves NC communication users while simultaneously de-
tecting some potential targets. To avoid interference among
different users, the BS requires at least NC radio frequency
(RF) chains to provide data streams. Additionally, NS RF
chains are employed to provide sensing services. If NS = 0
indicating the beamforming for target detection completely
relies on the communication resource rather than dedicated
RF chains. Therefore, the total number of RF chains is

NRF ≜ NC +NS. (1)
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Fig. 1. Illustration of the hybrid beamforming architecture for the BS.

The OFDM modulation is adopted with a center frequency
of fc, a bandwidth of Bw and Q subcarriers. Then we can
express the frequency of the qth subcarrier as

fq = fc +Bw (−1 + (2q − 1) /Q) , (2)

for q = 1, 2, · · · , Q. We denote Ω ≜ sin (ω) , where
ω ∈ (−90◦, 90◦] represents the physical angle. Then the
corresponding channel steering vector can be expressed as

α (N,Ω, fq) =
1√
N

[
1, ejπfqΩ, · · · , ejπ(N−1)fqΩ

]T
, (3)

where N represents the number of antennas.
The BS is equipped with NBS transmit antennas with half-

center-wavelength interval, arranged in a uniform linear array.
To handle the angle modulation effects, the TTD network is
introduced, where each RF chain is connected to K TTDs
and each TTD is sequentially connected to P = NBS/K
phase shifters. Each phase shifter is then connected to the cor-
responding transmit antenna through a summation network,
where the output of the ith phase shifter of all NRF RF chains
is summed together and then connected to the ith antenna,
for i = 1, 2, · · · , NBS. According to the properties of the
Fourier transform, a TTD with a delay value t introduces a
phase shift of e−j2πfqt to the subcarrier with frequency fq .
Let an,k ∈ CP represent the beamforming vector of the P
phase shifters connected by the kth TTD of the nth RF chain,
for k = 1, 2, · · · ,K and n = 1, 2, · · · , NRF. Since the phase
shifter can only change the phase of the signal, it must satisfy∣∣[an,k]p

∣∣ = 1, (4)
for p = 1, 2, · · · , P . The phase shifter network is modeled
by a matrix A ∈ CNBS×NRFK as

A ≜
1√
NBS

[
Â1, Â2, · · · , ÂNRF

]
, (5)

where Ân ≜ blkdiag {an,1,an,2, · · · ,an,K}. The TTD
network for the qth subcarrier is modeled by a matrix
T (q) ∈ CNRFK×NRF as

T (q) ≜ blkdiag
{
e−j2πfqt1 , · · · , e−j2πfqtNRF

}
, (6)

where tn ≜ [tn,1, tn,2, · · · , tn,K ]
T is the vector consisting of

the delay values of the K TTDs connected to the nth RF
chain. Note that tn,k represents the value of the kth TTD in
the nth RF chain, satisfying tn,k ∈ [0, tmax], where tmax is
the maximum delay. Then, the analog beamforming matrix
containing the phase shifter network and the TTD network
for the qth subcarrier can be expressed as F

(q)
RF ≜ AT (q).

According to the widely used Saleh-Valenzuela channel
model in mmWave communications, the channel for the qth

subcarrier between the BS and the cth communication user,
for c = 1, 2, · · · , NC, can be expressed as

h(q)
c =

√
NBS

Lc

Lc∑
l=1

g
(q)
c,l α

H
(
NBS,Ω

(q)
c,l , fq

)
, (7)

where Lc represents the number of resolvable channel paths.
g
(q)
c,l and Ω

(q)
c,l represent the gain and the angle-of-departure

of the lth path, for l = 1, 2, · · · , Lc, respectively.
We denote the transmit symbols of the qth subcarrier as

s(q) ∈ CNRF satisfying E{s(q)} = 0 and E{s(q)(s(q))H} =
1
QINRF . And we denote the digital beamforming matrix for

the qth subcarrier as D(q) ≜
[
d
(q)
1 ,d

(q)
2 , · · ·,d(q)

NRF

]
, where

d
(q)
n ∈ CNRF represents the nth column of D(q). Then the

received signal vector y(q) ≜
[
y
(q)
1 , y

(q)
2 , · · · , y(q)NC

]T
on the

qth subcarrier composed by all NC communication users is
y(q) = H(q)AT (q)D(q)s+ η(q), (8)

where H(q) ≜
[
(h

(q)
1 )T, (h

(q)
2 )T, · · · , (h(q)

NC
)T
]T

represents
the channel matrix between the BS and all communication
users, and η(q) is the additive white Gaussian noise vector
satisfying η(q) ∼ CN

(
0, σ2INC

)
. Accordingly, the receiving

SINR on the qth subcarrier by the cth user is

γ(q)
c =

∣∣∣ 1Qh
(q)
n AT (q)d

(q)
n

∣∣∣2∑NRF

i=1,i̸=n

∣∣∣ 1Qh
(q)
n AT (q)d

(q)
i

∣∣∣2 + σ2

, (9)

where σ2 is the power of the additive white Gaussian noise.
The SINR requirement of the qth subcarrier by the cth
communication user is denoted as Γ

(q)
c . Then we require

γ
(q)
c ⩾ Γ

(q)
c , for q = 1, 2, · · · , Q and c = 1, 2, · · · , NC.

For the sensing functionality of the BS, we need to generate
beams to cover all possible directions of potential targets [6].
Suppose the space is sampled by M points, and let the
azimuth angle of the mth sampling point be Φm ∈ (−1, 1],
for m = 1, 2, · · · ,M . Then, the spatial sampling matrix for
the qth subcarrier can be expressed as

Φ(q)=
√
NBS [α(NBS, Φ1, fq),· · ·,α(NBS, ΦM , fq)]

H
. (10)

We aim at approaching a predefined sensing beam pattern
b ∈ RM , which requires the BS to generate additional
sensing beams with the same RF chain originally generating
the communication beam. The beam pattern of the transmit
signal of the BS can be viewed as the sum of the beam
patterns across all subcarriers, where the qth beam pattern can
be expressed as

∣∣ 1
QΦ(q)

∑NRF

n=1 AT (q)d
(q)
n

∣∣. The constraints
include the SINR requirements of the communication users
and the maximum transmit power of the BS. Such a problem
in terms of the digital beamformer, the true-time-delayer
network and the phase shifter network can be expressed as

min
A,T (q),D(q)

∥∥∥∥∥
Q∑

q=1

∣∣∣∣∣ 1QΦ(q)
NRF∑
n=1

AT (q)d(q)
n

∣∣∣∣∣− b

∥∥∥∥∥
2

(11a)

s.t.
∥∥∥AT (q)D(q)

∥∥∥2
F
⩽ PT, q = 1, 2, · · · , Q, (11b)

γ(q)
c ⩾ Γ (q)

c , q = 1, 2, · · ·, Q, c = 1, 2, · · ·, NC,
(11c)

where PT represents the maximum transmit power of the BS,
and B ≜ diag {b} is a diagonal matrix.
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III. HYBRID BEAMFORMING DESIGN

Due to the strong coupling among the design variables, (11)
is difficult to handle. Therefore, we adopt the ADMM frame-
work to decompose this problem. To decouple A, T (q) and
D(q) in (11b), we introduce an auxiliary variable U (q) [7].
We denote the sensing beam pattern of the qth subcarrier
as b(q) satisfying

∑Q
q=1 b

(q) = b. Then we can distribute
the sensing beam pattern among different subcarriers for
optimization. To improve the design flexibility, we introduce
a phase vectors p(q) to convert the modulus summation into
a linear summation. By denoting U (q) ≜ AT (q)D(q), (11)
can be rewritten as

min
A,T (q),D(q),

B(q),p(q)

∥∥∥∥∥
Q∑

q=1

(
1

Q
Φ(q)

NRF∑
n=1

u(q)
n −B(q)p(q)

)∥∥∥∥∥
2

(12a)

s.t. U (q) = AT (q)D(q), (12b)∥∥∥U (q)
∥∥∥2
F
⩽ PT and (11c), (12c)

where u
(q)
n represents the nth column of U (q), and B(q) ≜

diag{b(q)} is a diagonal matrix. By incorporating (12b) as an
augmented Lagrange term to the objective function, we have

L =

∥∥∥∥∥
Q∑

q=1

(
1

Q
Φ(q)

NRF∑
n=1

u(q)
n −B(q)p(q)

)∥∥∥∥∥
2

+
α

2

Q∑
q=1

∥∥∥∥U (q) +
Λ(q)

α
−AT (q)D(q)

∥∥∥∥2
F

, (13)

where α and Λ(q) represent the penalty parameter and the
dual variable introduced in the ADMM framework, respec-
tively. To simplify the representation, we define

Sn ≜ [INBS
, · · · , INBS

] ∈ RNBS×NRFNBS . (14)

We stack u
(q)
1 ,u

(q)
2 , · · · ,u(q)

NRF
together and define

u(q) ≜
[
(u

(q)
1 )T, (u

(q)
2 )T, · · · , (u(q)

NRF
)T
]T

. (15)
Then, the beam pattern for the qth subcarrier can be repre-
sented as

∑NRF

i=1 u
(q)
n = Snu

(q). In fact, the first term on
the right hand of the equation of (13) can be rewritten as∥∥SQ

(
1
QΦQSRu−BQpQ

)∥∥
2
, where

SQ ≜ [IM , IM , · · · , IM ] ∈ RM×QM , (16)

u ≜
[
(u(1))T, (u(2))T, · · · , (u(Q))T

]T∈ CQNRFNBS, (17)

pQ ≜
[
(p(1))T, (p(2))T, · · · , (p(Q))T

]T ∈ CQM , (18)

ΦQ ≜ blkdiag
{
Φ(1),Φ(2), · · · ,Φ(Q)

}
∈ CQM×QNBS , (19)

SR ≜ blkdiag {Sn,Sn, · · · ,Sn}∈ RQNBS×QNRFNBS, (20)

BQ ≜ blkdiag
{
B(1),B(2), · · · ,B(Q)

}
∈ RQM×QM (21)

represent vectors or matrices by stacking the existing symbols
together. Then, (11) is finally transformed into

min
U(q),A,T (q),D(q),

B(q),p(q),Λ(q)

∥∥∥∥SQ

(
1

Q
ΦQSRu−BQpQ

)∥∥∥∥
2

+
α

2

Q∑
q=1

∥∥∥∥U (q)+
Λ(q)

α
−AT (q)D(q)

∥∥∥∥2
F

(22a)

s.t.
∥∥∥U (q)

∥∥∥2
F
⩽ PT and (11c). (22b)

Note that (22) can be decomposed into multiple man-
ageable subproblems, which can be solved alternately and
iteratively. In the following, we will propose a TTDHBF
scheme to optimize U (q), A, T (q), D(q), B(q), p(q) and Λ(q).

A. Optimization of the auxiliary variable
With the other variables fixed, the optimization problem

for U (q) can be expressed as

min
U(q)

∥∥∥∥SQ

(
1

Q
ΦQSRu−BQpQ

)∥∥∥∥
2

+
α

2

Q∑
q=1

∥∥∥∥U (q) +
Λ(q)

α
−AT (q)D(q)

∥∥∥∥2
F

(23a)

s.t.
∥∥∥U (q)

∥∥∥2
F
⩽ PT, q = 1, 2, · · · , Q, (23b)

γ(q)
c ⩾ Γ (q)

c , q = 1, 2, · · ·, Q, c = 1, 2, · · ·, NC, (23c)
In fact, this problem can be easily converted into a second-
order cone programming problem [8], which can be readily
solved by existing optimization toolboxes.

B. Optimization of the beam pattern
With the other variables fixed, the optimization problem

for B(q) can be expressed as

min
B(q)

∥∥∥∥SQ

(
1

Q
ΦQSRu−BQpQ

)∥∥∥∥
2

(24a)

s.t.
∑Q

q=1
B(q) = B, (24b)

which is a typical convex optimization problem and can be
conveniently solved using existing optimization toolboxes.

C. Optimization of the phase
With the other variables fixed, the optimization problem

for p(q) can be expressed as

min
p(q)

∥∥∥∥SQ

(
1

Q
ΦQSRu−BQpQ

)∥∥∥∥
2

(25a)

s.t.
∣∣∣[p(q)

]
m

∣∣∣ = 1,m = 1, 2, · · · ,M, (25b)

which is a constrained least squares (LS) problem. Without
(25b), the solution to this problem is given by

p̂Q =
(
BH

QS
H
QSQBQ

)−1
BH

QS
H
QSQΦQSRu. (26)

Considering (25b), the final solution to (25) is given by

[pQ]v =
[p̂Q]v
|[p̂Q]v|

, v = 1, 2, · · · , QM. (27)

D. Optimization of the phase shifter network
With the other variables fixed, the optimization problem

for A can be expressed as

min
A

Q∑
q=1

∥∥∥∥U (q) +
Λ(q)

α
−AT (q)D(q)

∥∥∥∥2
F

. (28)

In fact, we can decompose (28) into NRF × K subprob-
lems [5], where the (n, k)th subproblem can be expressed as

max
an,k

Q∑
q=1

Re
{
(r

(q)
n,k)

Han,ke
−j2πfqtn,k

}
(29a)

s.t.
∣∣[an,k]p

∣∣ = 1, p = 1, 2, · · · , P, (29b)

with r
(q)
n,k ≜

[
(U (q) + Λ(q)

α )(D(q))†
]
P (k−1)+1:Pk,n

∈ CP .
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The solution to this problem is given by

an,k = exp

(
j∠

(∑Q

q=1
r
(q)
n,ke

j2πfqtn,k

))
. (30)

Then, A can be obtained based on (30) and (5).

E. Optimization of the TTD network
With the other variables fixed, the optimization problem

for T (q) can be expressed as

min
T (q)

Q∑
q=1

∥∥∥∥U (q) +
Λ(q)

α
−AT (q)D(q)

∥∥∥∥2
F

. (31)

Similar to the optimization of the phase shifter network,
(31) can also be decomposed into NRF×K subproblems [5],
where the (n, k)th subproblem can be expressed as

max
tn,k

Q∑
q=1

Re
{
(r

(q)
n,k)

Han,ke
−j2πfqtn,k

}
(32a)

s.t. tn,k ∈ [0, tmax] . (32b)
Although this problem is highly non-convex, an effective
suboptimal solution can be obtained using a one-dimensional
search method. Assume the delay values are taken within
T =

{
0, tmax

T−1 ,
2tmax

T−1 , · · · , tmax

}
with T sampling points. The

final solution to this problem can be expressed as

tn,k = argmax
t∈T

Q∑
q=1

Re
{
(r

(q)
n,k)

Han,ke
−j2πfqt

}
. (33)

Then, T (q) can be obtained based on (33) and (6).

F. Optimization of the digital beamformer
With the other variables fixed, the optimization problem

for D(q) can be expressed as

min
D(q)

Q∑
q=1

∥∥∥∥U (q) +
Λ(q)

α
−AT (q)D(q)

∥∥∥∥2
F

. (34)

This is a LS problem with the solution expressed as

D(q)=
(
(T (q))HAHAT (q)

)−1
(T (q))HAH

(
U (q)+

Λ(q)

α

)
. (35)

G. Optimization of the dual variable
According to the ADMM framework [9], the optimization

expression for Λ(q) in the zth iteration is given by

Λ(q)
z = Λ

(q)
z−1 + α

(
U (q) −AT (q)D(q)

)
. (36)

H. Update of α
Owing to the incorporation of Lagrange multipliers within

the ADMM framework, it is necessary to keep α non-
regressive throughout the iterations [7]. Therefore, as the
number of iterations increases, AT (q)D(q) gradually ap-
proaches U (q). We update α at the zth iteration by

αz =

{
λ1αz−1, G1 ⩾ µ1G2,

αz−1, otherwise,
(37)

where G1 and G2 represent the first and second term in (13),
respectively. The variables and the parameter are alternately
updated in each iteration, and the iterations are performed
until a predefined number of iterations Zmax is reached.
The complete procedure of the proposed TTDHBF scheme
is summarized in Algorithm 1.

Algorithm 1 TTDHBF scheme for wideband ISAC

1: Input: H(q),ΦQ, b, PT , Γ1, Γ2, · · · , ΓNC and σ2.
2: Initialize U (q),A,T (q),D(q),B(q),p(q),Λ and α.
3: Set z ← 1.
4: while z ⩽ Zmax do
5: Obtain U (q) by solving (23).
6: Obtain B(q) by solving (24).
7: Obtain p(q) via (26) and (27).
8: Obtain A via (30) and (5).
9: Obtain T (q) via (33) and (6).

10: Obtain D(q) via (35).
11: Obtain Λ(q) via (36).
12: Update α according to (37).
13: z ← z + 1.
14: end while
15: Output: A,T (q) and D(q).

Now we evaluate the computational complexity of the
proposed TTFHBF scheme. The TTDHBF scheme undergoes
Zmax iterations, where each iteration contains eight subprob-
lems. Since we provide closed-form expressions for most
variables, the computational complexity mainly comes from
updating U (q), B(q) and T (q). Note that we use CVX to solve
(23) and (24), with the corresponding computational complex-
ity being respectively O

(
(NBSNRFQ)

3.5
log2 (1/ε1)

)
and

O
(
(MQ)

3.5
log2 (1/ε2)

)
, where ε1 and ε2 represent the the

solution accuracy used for solving (23) and (24), respectively.
Additionally, the computational complexity for solving (33)
is O

(
TQPNBSN

2
RF

)
. In total, the computational complexity

of the proposed TTDHBF algorithm is

O
(
Zmax

(
(NBSNRFQ)

3.5
log2(1/ε1)+(MQ)

3.5
log2(1/ε2)

+ TQPNBSN
2
RF

))
. (38)

IV. SIMULATION RESULTS

We consider a wideband ISAC BS equipped with NBS =
64 transmit antennas, NC = 3 communication RF chains
and NS = 0 sensing RF chain, implying that the sensing
function entirely relies on communication resources instead
of dedicated sensing RF chains. Each RF chain connects to
K = 8 TTDs, and each TTD connects to P = 8 antennas. The
center frequency of the transmit signal is fc = 100GHz, with
a bandwidth of Bw = 20GHz and Q = 10 subcarriers [5].
The BS transmits with a power of PT = 20dBm, and the
noise power is σ2 = 0dBm. The BS simultaneously serves
NC = 3 communication users, located at −40◦, −15◦ and
10◦ with SINR requirement of Γ = 5dB for each subcarrier
of each user, respectively. There is one line-of-sight path with
the channel gain obeying CN (0, 1) and one non-line-of-sight
path with the channel gain obeying CN (0, 0.01) between
the BS and each user. The BS samples the space within
(−90◦, 90◦] using M = 360 points, and the sensing area is
[45◦, 50◦]. According to the law of energy conservation, the
sensing beam gain within this area is√

2NRFPT

sin (50◦)− sin (45◦)
. (39)
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Fig. 2. Comparisons of beam patterns for different schemes.

Fig. 3. NMSE comparisons of distance estimation for different schemes.

We set λ1 = 1.25 and µ1 = 1 to update α.
As shown in Fig. 2, we compare the beam patterns of

the transmit signal of the BS, using the digitally compen-
sated hybrid beamforming (DCHBF) [2], the wideband fully-
digital beamforming (WBDBF) and the proposed TTDHBF
schemes. Due to limited design flexibility, DCHBF struggles
to simultaneously align beams in both communication and
sensing directions, leading to an overall beam broadening,
which is particularly pronounced in regions with larger angles,
where the beam squint effect becomes more significant. The
proposed TTDHBF scheme can approach the performance
of WBDBF much better than DCHBF, and therefore can
effectively eliminate the beam squint effect under the hybrid
beamforming architecture.

To evaluate the sensing performance of the TTDHBF
scheme, we compare it with the DCHBF scheme and the
beam squint (SS-BS) scheme [4] in terms of the normalized
mean squared error (NMSE) of distance estimation of a
target. The NMSE is defined as ∆ ≜ (d − d̂)2/d2, where
d and d̂ represent the actual distance and the estimated
distance of the target, respectively. The distance estimation
of the target is jointly performed by all the subcarriers using
their measurements [10]. We suppose that the sensing beam
designed by these three schemes all covers the target. From
Fig. 3, it is seen that the TTDHBF scheme outperforms the
other two schemes. The reason is provided as follows. For
the SS-BS scheme, due to the beam misalignment caused by
the beam squint in wideband mmWave system, it is difficult
for all subcarriers to provide effective beam gain for target
sensing, which reduces the number of subcarriers valid for
distance estimation of the target. For the DCHBF scheme,
the beam gain of the sensing beam is smaller than that of the
TTDHBF scheme, which can also be observed from Fig. 2.

In Fig. 4, we provide the trade-off between the commu-

Fig. 4. Trade-off between communication and sensing performance.

nication and sensing performance of the ISAC system under
different antenna configurations for the TTDHBF scheme. We
define the sensing NMSE as Υ ≜ ∥ 1

QSQΦQSRu−b∥22/ ∥b∥
2
2.

It is seen that higher SINR requirement leads to worse
performance of the sensing NMSE. Besides, as the number
of BS antennas increases, the sensing NMSE performance
also improves, because a larger antenna array can generate
narrower beams and achieve better resource allocation.

V. CONCLUSION

In this letter, we have proposed a TTDHBF scheme for
wideband mmWave MIMO ISAC. We aim at making the
sum of beam patterns across all subcarriers approach a
predefined sensing beam pattern, subject to the constraints
of the SINR requirements of communication users and the
maximum transmit power of the BS. Simulation results have
demonstrated that the proposed scheme outperforms existing
wideband hybrid beamforming schemes. For future work,
we will continue to explore low-complexity algorithms for
wideband hybrid beamforming design.
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