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Abstract—We investigate hybrid beamforming design for
covert millimeter wave multiple-input multiple-output systems
with finite-resolution digital-to-analog converters (DACs), which
impose practical hardware constraints not yet considered by
the existing works and have negative impact on the covertness.
Based on the additive quantization noise model, we derive
the detection error probability of the warden considering
finite-resolution DACs. Aiming at maximizing the sum covert
rate (SCR) between the transmitter and legitimate users, we
design hybrid beamformers subject to power and covertness
constraints. To solve this nonconvex joint optimization problem,
we propose an alternating optimization (AO) scheme based on
fractional programming, quadratic transformation, and inner
majorization-minimization methods to iteratively optimize the
analog and digital beamformers. To reduce the computational
complexity of the AO scheme, we propose a vector-space based
heuristic (VSH) scheme to design the hybrid beamformer. We
prove that as the number of antennas grows to be infinity, the
SCR in the VSH scheme can approach the channel mutual
information. Simulation results show that the AO and VSH
schemes outperform the existing schemes and the VSH scheme
can be used to obtain an initialization for the AO scheme to
speed up its convergence.

Index Terms—Covert communications, digital-to-analog con-
verter (DAC), hybrid beamforming, millimeter wave (mmWave)
communications, multiuser communications.

I. INTRODUCTION

Wireless communications pose significant challenges in
terms of security and privacy due to their broadcast nature.
Traditional secure communications primarily focus on pre-
venting messages from being decoded by potential eaves-
droppers. However, in specific scenarios such as battlefield
environments, even the regular wireless communications can
expose us to the enemy and result in fatal danger. This
leads to the emergence of covert communication techniques
to achieve enhanced security. Nevertheless, achieving covert
communications in an open wireless environment poses sig-
nificant challenges. Fortunately, millimeter wave (mmWave)
communications inherently provide the covertness due to the
sparse scattering characteristics [2], [3]. By employing mas-
sive antenna arrays, highly directional beams can be formed
to effectively mitigate energy leakage and decrease the risk
of interception by unauthorized parties. Consequently, bal-
ancing communication performance and covertness becomes
a primary concern in mmWave multiple-input multiple-output
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(MIMO) systems. In a typical wireless covert communication
system, a legitimate transmitter aims to communicate with a
legitimate user without being detected by a warden. However,
for the additive white Gaussian noise (AWGN) channel, the
square root law is proved in [4] that only O(

√
n) bits can

be transmitted in n channel uses, indicating that the covert
bits per channel use decreases to zero if n grows to be
infinity. Similar findings are observed in discrete memoryless
channels [5], broadcast channels [6] and multiple access chan-
nels [7]. Therefore, from the warden’s perspective, various
uncertainties in wireless environments, such as noise [8]
and channel fading [9], should be considered to achieve a
positive covert rate. Furthermore, artificial jamming signals
are introduced to disrupt the warden’s detection so that the
covertness can be further enhanced [10]–[12].

All the works mentioned above only consider the single-
antenna transmitter regime. Different from introducing uncer-
tainties for the covertness, we can also mitigate the energy
leakage to the warden through elaborately designed beam-
formers to enhance the covertness performance [13]–[16].
Specifically, for two cases that the transmitter knows perfect
or imperfect channel state information (CSI) of the warden,
the zero-forcing and robust beamformers are proposed to
maximize the covert rate [13]. In [14], beamforming for
covert communications in mmWave bands is considered for a
transmitter with two independent arrays generates two beams,
where one beam towards the legitimate user is for data
transmission and the other beam towards the warden carries a
jamming signal. Since the energy leakage in the beam train-
ing phase may bring potential risks, the covertness in both
beam training and data transmission stages is investigated by
jointly optimizing transmit power and beam training durations
to maximize the covert throughput [15]. Since the ideal
beam pattern used in [15] is impractical, a discrete Fourier
transform codebook is used for beam training in the covert
communication system [16]. Additionally, the advancement
of massive antenna arrays leads to the emergence of hybrid
beamforming techniques [17], [18], which can also be used
in covert communications. A joint hybrid analog, digital
beamforming and jamming design algorithm is proposed for
a covert communication system with a full-duplex receiver,
where the detection error probabilities of the warden are
derived for both single and multiple data stream cases [19].

However, the aforementioned works mainly investigate
the ideal beamforming design with infinite-resolution digital-
to-analog converters (DACs) or analog-to-digital converters
(ADCs) without considering quantization noise. On one hand,
employing high-resolution DACs or ADCs results in signifi-
cant power consumption [20]. On the other hand, using low-
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resolution DACs or ADCs introduces significant quantization
noise, which has negative impact on both the communication
and covertness performance. Therefore, it is crucial to investi-
gate beamforming techniques with regard of the resolution of
the DACs or ADCs [21]–[23]. Specifically, for a receiver with
finite-resolution ADCs, three types of beamforming design
schemes corresponding to analog, hybrid, and fully-digital
architectures are proposed to maximize the achievable rate,
where the energy efficiency performance of the proposed
schemes is also analyzed [21]. Furthermore, beamforming
design schemes with finite-resolution DACs for secure com-
munications are investigated, where the analog beamformer,
digital beamformer and artificial jammer are jointly optimized
to maximize the secrecy rate [22], [23]. Since the quanti-
zation noise introduced by finite-resolution DACs also has
a negative impact on the covert communications, we design
hybrid beamformers with finite-resolution DACs in a covert
communication system. The main contributions of this paper
are summarized as follows, where the first and second points
are included in the conference paper [1].

1) We investigate hybrid beamforming design for covert
mmWave MIMO systems with finite-resolution DACs,
which are practical hardware constraints not yet con-
sidered by the existing works. Based on the additive
quantization noise (AQN) model, we derive the detection
error probability of the warden to evaluate the level
of the covertness in this system. Aiming to maximize
the sum covert rate (SCR) between the transmitter and
legitimate users, we establish an optimization problem
for the hybrid beamforming design subject to power and
covertness constraints.

2) To solve the non-convex optimization problem, we pro-
pose an alternating optimization (AO) scheme. Initially,
we employ quadratic and Lagrangian dual transforma-
tions to decompose the optimization problem into four
subproblems, which are iteratively solved until conver-
gence. For the subproblem of designing the analog beam-
former, we first transform it into a quadratically con-
strained quadratic programming (QCQP) problem with
the extra constant-modulus constraints. Then, we solve
the transformed problem using an inner majorization-
minimization (iMM) method. Additionally, we transform
the subproblem of designing the digital beamformer into
a standard QCQP convex problem, which is solved by
the interior-point method.

3) To reduce the computational complexity of the AO
scheme, we propose a vector-space based heuristic
(VSH) scheme for hybrid beamforming design. We prove
that the SCR in the VSH scheme can approach the
channel mutual information as the number of anten-
nas grows to be infinity. Moreover, simulation results
demonstrate that the VSH scheme can be used to obtain
an initialization for the AO scheme to speed up its
convergence.

The rest of this paper is structured as follows. The system
model and problem formulation are presented in Section II.
In Section III, we propose the hybrid beamforming design
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Fig. 1. Illustration of the system model.

based on the AO scheme. The VSH scheme is proposed for
hybrid beamforming design in Section IV. Simulation results
are presented in Section V. Finally, this paper is concluded
in Section VI.

The notations are defined as follows. Symbols for vectors
(lower case) and matrices (upper case) are in boldface. (·)∗,
(·)T and (·)H denote the conjugate, transpose and conjugate
transpose, respectively. [a]n, ∥a∥2, [A]m,n, [A]:,m, [A]:,n:m
and ∥A∥F denote the nth entry, the ℓ2 norm of the vector a,
the entry on the mth row and nth column, the mth column,
the columns from nth to mth and the Frobenius norm of
the matrix A, respectively. A ⪰ 0 indicates that A is a
positive semi-definite matrix. IL denotes an L × L identity
matrix. The functions vec(·), vec−1(·), Tr(·) and diag(·) de-
note the vectorization, the inverse operation of vectorization,
trace and diagonal elements of a matrix, respectively. Re(·)
and ∠(·) denote the real part and the angle of a complex
number, respectively. E(·) denotes the statistical expectation.
Diag(a1, a2, · · · , aN ) denotes the diagonal matrix whose di-
agonal elements are a1, a2, · · · , aN . min(a1, a2, · · · , aN ) de-
notes the minimum value among a1, a2, · · · , aN . CN (µ,Σ)
denotes a complex Gaussian distribution with mean µ and
covariance matrix Σ. Symbols j, R, C and ⊗ denote the
square root of −1, the set of real-valued numbers, complex-
valued numbers and the Kronecker product, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a covert mmWave MIMO communication
system as shown in Fig. 1. The base station named Alice
simultaneously communicates with K legitimate users, mean-
while a warden named Willie attempts to detect the existence
of the communications. Alice uses a fully-connected hybrid
beamforming architecture with N antennas and NRF radio
frequency (RF) chains, where the antennas are placed in uni-
form linear arrays with half wavelength intervals and each RF
chain is connected to a finite-resolution DAC. To reduce the
hardware complexity and ensure the performance of massive
antenna array communications, we set NRF = K ≪ N . The
K legitimate users and Willie are all equipped with a single
antenna for simplicity.
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The transmitted information symbols of K data streams
from Alice are firstly precoded by a baseband digital beam-
former FB ≜ [fB,1, · · · ,fB,K ] ∈ CK×K , then converted by
finite-resolution DACs. The baseband transmitted signal can
be expressed as

xb = Q
( K∑
k=1

fB,ksk
)
, (1)

where sk ∈ C for k = 1, 2, · · · ,K is the information symbol
transmitted to the kth user. Q(·) denotes the quantization
function imposed by the finite-resolution DACs. Additionally,
we denote s ≜ [s1, s2, · · · , sk]T ∼ CN (0, IK), indicating
that the symbols from different data streams are independent
of each other. To derive a tractable expression for (1), we use
the AQN model [24], [25] to approximate the output with an
linear form as

xb ≈ (1− β)

K∑
k=1

fB,ksk + ηq, (2)

where β is the quantization distortion parameter and it
depends on the resolution of the DACs. Let b denote the
number of quantized bits of the DACs. Specifically, if we set
b = 1, 2, · · · , 5, the values of β are 0.3634, 0.1175, 0.03454,
0.009497 and 0.002499, respectively. When b > 5, β can be
approximated by π

√
3

2 2−2b. As b grows to be infinity, β will
be 0 and it means that there is no quantization distortion.
ηq ∼ CN (0,Rq) denotes the quantization noise and its
covariance matrix can be expressed as

Rq = β(1− β)diag
( K∑

k=1

fB,kf
H
B,k

)
. (3)

After being up-converted to the RF domain, the transmitted
signals are precoded by an analog beamformer FR ∈ CN×K .
Therefore, the received signal by the kth legitimate user can
be expressed as

yk = hH
k FR

( K∑
l=1

(1− β)fB,lsl + ηq

)
+ ηk, (4)

where ηk ∼ CN (0, σ2
k) denotes the AWGN at the kth

legitimate user. hk denotes the channel vector between Alice
and the kth user and can be expressed as

hk =

√
N

Dk

(
α
(0)
k a(N, θ

(0)
k ) +

Dk−1∑
d=1

α
(d)
k a(N, θ

(d)
k )

)
, (5)

where Dk denotes the total number of channel paths between
Alice and kth user. α(0)

k and α
(d)
k for d = 1, 2, · · · , Dk − 1

denote the channel gain for the line-of-sight (LoS) and the
dth non-line-of-sight (NLoS) channel paths, respectively. θ(0)k

and θ
(d)
k for d = 1, 2, · · · , Dk − 1 denote the channel angle-

of-departure (AoD) for the LoS and the dth NLoS channel
paths, respectively. Moreover, a(N, θ) is the normalized array
response and can be expressed as

a(N, θ) =
1√
N

[
1, ejπ sin(θ), · · · , ejπ(N−1) sin(θ)

]T
. (6)

Similarly, the channel vector between Alice and Willie can
be expressed as

hw =

√
N

Dw

(
α(0)
w a(N, θ(0)w ) +

Dw−1∑
d=1

α(d)
w a(N, θ(d)w )

)
, (7)

where Dw, αw and θw are distinguished with Dk, αk and θk
in (5). Note that hw ∼ CN (0,Ωw) and the covariance matrix
Ωw can be expressed as

Ωw ≜
N

Dw

Dw−1∑
d=0

E|α(d)
w |2a(N, θ(d)w )a(N, θ(d)w )H. (8)

In this paper, we assume that Alice knows the instantaneous
CSI of hk for k = 1, 2, · · · ,K, which can be obtained via
uplink training for channel estimation. However, Willie is
usually a passive node and obtaining the instantaneous CSI
for hw is almost impossible. Therefore, we assume that only
the statistical CSI Ωw is available to Alice [19]. For the worst
case, we assume that Willie knows all the instantaneous CSIs
of hw and hk for k = 1, 2, · · · ,K.

B. Detection Performance of Willie

The signal detection process of Willie can be formulated
as a binary hypothesis testing problem. Specifically, the
hypothesis H0 represents that Alice remains silent, while the
hypothesis H1 represents that Alice is communicating with
the K legitimate users. Then the received signal at Willie in
the tth time slot can be derived as

H0 : yw[t] = ηw[t], (9)

H1 : yw[t] = hH
wFR

( K∑
l=1

(1− β)fB,lsl[t] + ηq[t]
)
+ ηw[t],

(10)

where ηw[t] ∼ CN (0, σ2
w) denotes the AWGN received by

Willie in the tth time slot. For representation simplicity,
we define D0 and D1 to represent the decisions of Willie
underH0 andH1, respectively. Moreover, PFA ≜ Pr(D1|H0)
denotes the false alarm probability and represents that Willie
performs inference D1 but H0 holds. PMD ≜ Pr(D0|H1)
denotes the missed detection probability and represents that
Willie performs inference D0 but H1 holds. Similar to [9],
[19], since Willie is unaware of when Alice will transmit,
we assume that Alice transmits with equal transmit prior
probabilities, i.e., Pr(H0) = Pr(H1) = 1

2 . Therefore, we
can derive the detection error probability of Willie as

Pe = PFA + PMD, (11)

Pe = 1 means that Willie always makes error detection and
communication covertness is achieved perfectly in this case.
The detailed derivation of Pe will be included in Section III.

C. Problem Formulation

With the derivation of (3) and (4), we can define SIQNRk

as the signal to interference, quantization distortion and noise
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SIQNRk =
(1− β)2|hH

k FRfB,k|2

(1− β)2
∑K

l=1,l ̸=k |hH
k FRfB,l|2 + hH

k FRRqFH
R hk + σ2

k

, k = 1, 2, · · · ,K. (12)

ratio for the kth user, which can be expressed as (12) at the
top of this page. Then the SCR can be given by

Rsum =

K∑
k=1

log(1 + SIQNRk). (13)

The objective of this paper is to maximize the SCR by
jointly optimizing the analog beamformer FR and the digital
beamformer FB, subject to the following constraints: (1)
The constant modulus constraints on the elements of analog
beamformer, i.e.,

∣∣[FR]n,m
∣∣ = 1 for n = 1, · · · , N, and

m = 1, · · · ,K; (2) The transmit power constraint under the
AQN model, i.e., E

(∥∥∥FR

(
(1 − β)FBs + ηq

)∥∥∥2
F

)
≤ Pmax, where

Pmax is the maximum transmit power; (3) The covertness
constraint from Alice’s perspective, Ehw

(
Pe

)
≥ 1− ϵ, where

ϵ denotes the predetermined level of the covertness. Taking
the above three constraints into consideration, we can express
the optimization problem as

max
FR,FB

Rsum (14a)

s.t.
∣∣[FR]n,m

∣∣ = 1, n = 1, · · · , N,m = 1, · · · ,K, (14b)

E
(∥∥∥FR

(
(1− β)FBs+ ηq

)∥∥∥2
F

)
≤ Pmax, (14c)

Ehw(Pe) ≥ 1− ϵ. (14d)

Unfortunately, (14) is a non-convex problem and chal-
lenging to handle owing to the coupling of FR and FB.
To efficiently solve this problem, we initially decompose
this problem using quadratic transform and Lagrangian dual
transform. Subsequently, we will propose the AO and VSH
schemes to design the hybrid beamformer in Section III and
Section IV, respectively.

III. AO SCHEME FOR HYBRID BEAMFORMING DESIGN

In this section, we will propose the AO scheme to solve
(14). Specifically, the procedures for transforming (14) into a
solvable form are presented in Section III-A. The detailed
AO scheme for hybrid beamforming design is proposed
in Section III-B. The complexity analysis is presented in
Section III-C.

A. Problem Transformation

We first derive the expression of the power constraint (14c).
By substituting (3) into (14c) and using the fact that ∥A∥2F =
Tr(AAH), (14c) can be transformed as

Tr
(
FR

(
(1− β)2

K∑
l=1

fB,lf
H
B,l +Rq

)
FH
R

)
≤ Pmax. (15)

Then, we derive the expression of Pe in (14d). Let
P0 ≜ f(yw[t]|H0) and P1 ≜ f(yw[t]|H1) denote the
probability distribution of the received signal at Willie under

H0 and H1 in one time slot, respectively. Moreover, we
can obtain f(yw[t]|H0) = CN (0, σ2

w) and f(yw[t]|H1) =

CN
(
0,hH

wFR

(
(1− β)2

∑K
l=1 fB,lf

H
B,l +Rq

)
FH
R hw + σ2

w

)
,

respectively. Similar to [26], we suppose that Willie uses T
consecutive time slots for detection and the corresponding
joint probability distribution for the T independent observa-
tions under H0 and H1 can be denoted as

PT
0 ≜

T∏
t=1

f(yw[t]|H0), (16)

PT
1 ≜

T∏
t=1

f(yw[t]|H1). (17)

Since Willie is aware of hw and we consider the worst
case that Willie knows FR, FB and Rq in advance, Willie
can perform the optimal test [4] to minimize the detection
error probability and the corresponding minimum P̂e can be
derived as

P̂e = 1− V(PT
1 ,PT

0 ), (18)

where V(PT
1 ,PT

0 ) denotes the total variation distance between
PT
1 and PT

0 . Since it is difficult to further analyze the expres-
sions of V(PT

1 ,PT
0 ), we can use the Pinsker’s inequality [4]

to obtain a tractable upper bound as

V(PT
1 ,PT

0 ) ≤
√

1

2
D(PT

1 ,PT
0 ), (19)

where D(PT
1 ,PT

0 ) denotes the Kullback-Leibler (KL) diver-
gence from PT

1 to PT
0 and can be derived via the following

proposition.
Proposition 1: D(PT

1 ,PT
0 ) can be expressed as

D(PT
1 ,PT

0 ) = T
(
ξ − ln(1 + ξ)

)
, (20)

where

ξ =
hH
wFR

(
(1− β)2

∑K
l=1 fB,lf

H
B,l +Rq

)
FH
R hw

σ2
w

. (21)

Proof: We first denote τ20 ≜ σ2
w and τ21 ≜ hH

wFR

(
(1 −

β)2
∑K

l=1 fB,lf
H
B,l + Rq

)
FH
R hw + σ2

w, then we can obtain

P0 ≜ 1
πτ2

0
exp(− |x|2

τ2
0
) and P1 ≜ 1

πτ2
1
exp(− |x|2

τ2
1
). According

to the definition of KL divergence, we can obtain

D(P1,P0) = EP1
(lnP1 − lnP0)

= EP1

(
ln

τ20
τ21

+ (
1

τ20
− 1

τ21
)|x|2

)
= ln

τ20
τ21

+
τ21
τ20
− 1

= ξ − ln(1 + ξ). (22)

Using the fact that D(PT
1 ,PT

0 ) = TD(P1,P0) [27, Eq. (2.67)],
Proposition 1 is therefore proved. ■
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ẑk =
(1− β)

√
1 + rkh

H
k FRfB,k

(1− β)2
∑K

l=1 |hH
k FRfB,l|2 + hH

k FRRqFH
R hk + σ2

k

, k = 1, 2, · · · ,K. (30)

From Alice’s perspective, considering (14d), (18) and (19),
the covertness constraint can be replaced by

Ehw

(√1

2
D(PT

1 ,PT
0 )

)
≤ ϵ. (23)

By using similar techniques to [19] and [28], we can derive
an upper bound for the left hand of (23) to ensure a safer
scenario for the covertness, which can be expressed as

Ehw

(√1

2
D(PT

1 ,PT
0 )

)
(a)

≤ Ehw

(√T
2

ξ
)

=

√
T

2σ2
w

Ehw

(
hH
w

(
FR

(
(1−β)2

K∑
l=1

fB,lf
H
B,l+Rq

)
FH
R

)
hw

)

=

√
T

2σ2
w

Tr

((
FR

(
(1−β)2

K∑
l=1

fB,lf
H
B,l+Rq

)
FH
R

)
Ωw

)
. (24)

Note that (a) in (24) is achieved by using the fact that ξ −
ln(1+ξ) ≤ ξ2

2 ,∀ξ ≥ 0. Therefore, the transformed covertness
constraint can be expressed as

Tr

((
FR

(
(1−β)2

K∑
l=1

fB,lf
H
B,l+Rq

)
FH
R

)
Ωw

)
≤ 2ϵσ2

w√
T

. (25)

Therefore, the optimization problem can be expressed as

max
FR,FB

Rsum (26a)

s.t. (14b), (15), (25). (26b)

It is seen that the objective is expressed as a sum of
logarithmic functions of fractional items. To solve the non-
convexity of the objective, we employ the Lagrangian dual
and quadratic transform [29] and introduce auxiliary variables
r ≜ [r1, r2, · · · , rK ]T and z ≜ [z1, z2, · · · , zK ]T so that
Rsum can be replaced by

fr(FR,FB, r, z)

≜
K∑

k=1

(
log(1+rk)−rk+2(1−β)

√
1+rkRe(z

∗
kh

H
k FRfB,k)

−|zk|2
(
(1−β)2

K∑
l=1

|hH
k FRfB,l|2+hH

k FRRqF
H
R hk+σ2

k

))
.

(27)

Therefore, (26) is equivalent to

max
FR,FB,r,z

fr(FR,FB, r, z) (28a)

s.t. (14b), (15), (25). (28b)

B. AO-based Hybrid Beamforming Design

Since it is difficult to optimize FR,FB, r, z simultaneously,
we resort to the AO scheme [30] to solve (28). The detailed
procedures are presented as follows.

1) Optimization for r: When fixing FR,FB, z, it can be
seen fr is a concave function of r, thus the optimal r̂k can be
obtained by letting ∂fr/∂rk = 0 for k = 1, 2, · · · ,K, which
can be expressed just as the form of SIQNRk in (12), i.e.,

r̂k = SIQNRk, k = 1, 2, · · · ,K. (29)

2) Optimization for z: When FR,FB, r are fixed, fr is also
a concave function of z. Similarly, we let ∂fr/∂zk = 0 for
k = 1, 2, · · · ,K and the optimal ẑk can be obtained as (30)
at the top of this page.

3) Optimization for FR: Given FB, r, z, the optimization
problem for FR can be expressed as

max
FR

K∑
k=1

(
2(1− β)

√
1 + rkRe(z

∗
kh

H
k FRfB,k)

− |zk|2
(
(1− β)2

K∑
l=1

|hH
k FRfB,l|2 + hH

k FRRqF
H
R hk

))
(31a)

s.t. (14b), (15), (25). (31b)

The objective function in (31) related to FR can be trans-
formed as

K∑
k=1

(
2(1− β)

√
1 + rkRe(z

∗
kh

H
k FRfB,k)

− |zk|2
(
(1− β)2

K∑
l=1

|hH
k FRfB,l|2 + hH

k FRRqF
H
R hk

))
(a)
=

K∑
k=1

(
2(1− β)

√
1 + rkRe

(
z∗kTr(fB,kh

H
k FR)

)
− |zk|2

(
Tr

(
FR

(
(1− β)2FBF

H
B +Rq

)
FH
R hkh

H
k

)))
(b)
= −fH

RQ0fR − 2Re(pH
0 fR), (32)

where

fR ≜ vec(FR), (33)

Q0 ≜
K∑

k=1

|zk|2
((

(1− β)2(FBF
H
B )T +RT

q

)
⊗ (hkh

H
k )

)
,

(34)

p0 ≜ −
K∑

k=1

(1− β)zk
√
1 + rk(IK ⊗ hk)f

∗
B,k. (35)

Note that the equality (a) in (32) holds because Tr(AB) =
Tr(BA). The equality (b) holds due to the fact
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that Tr(AHBC) = vec(A)H(I ⊗ B)vec(C) and
Tr(ABAHC) = vec(A)H(BT ⊗C)vec(A).

Similarly, we can rewrite the constraints (15) and (25).
Then, (31) can be equivalently expressed as

min
fR

gr(fR) ≜ fH
RQ0fR + 2Re(pH

0 fR) (36a)

s.t. fH
RQ1fR ≤ Pmax, (36b)

fH
RQ2fR ≤

2ϵσ2
w√
T

, (36c)∣∣[fR]u
∣∣ = 1, u = 1, 2, · · · ,KN, (36d)

where

Q1 ≜
(
(1− β)2(FBF

H
B )T

)
⊗ IN , (37)

Q2 ≜
(
(1− β)2(FBF

H
B )T

)
⊗Ωw. (38)

The newly obtained (36b), (36c) and (36d) correspond to
the original (15), (25) and (14b), respectively. Therefore, the
problem in (36) is transformed into a standard QCQP problem
with additional constant-modulus constraints, enabling us to
solve it efficiently with the iMM method [31].

We start by introducing the majorization-minimization
method [32], which can find a majorized function for the
quadratic term under the constant-modulus constraints. For
example, we assume that x ∈ CN has the constant-modulus
constraints, i.e.,

∣∣[x]u∣∣ = 1 for u = 1, 2, · · · , N and Q
is a Hermitian matrix. Once we obtain a feasible solution
x satisfying the constant-modulus constraints, the quadratic
term xHQx can be upper-bounded by

xHQx ≤ 2λN + 2Re
(
xH(Q− λIN )x

)
− (x)HQx, (39)

where λ is usually selected as the maximum eigenvalue or
the trace of Q to satisfy λIN − Q ⪰ 0. It is seen that the
right hand of (39) is a linear form of x which facilitates the
optimization. Therefore, once we obtain a feasible solution
fR, we can derive a surrogate problem for (36) as

min
fR

g0(fR) (40a)

s.t. gv(fR) ≤ 0, v = 1, 2, (40b)∣∣[fR]u
∣∣ = 1, u = 1, 2, · · · ,KN, (40c)

where we define

g0(fR) ≜ 2Re
(
fH
R

(
(Q0 − λ0IKN )fR + p0

))
(41)

g1(fR) ≜ 2Re
(
fH
R

(
(Q1 − λ1IKN )fR

))
+ 2λ1KN

− f
H

RQ1fR − Pmax, (42)

g2(fR) ≜ 2Re
(
fH
R

(
(Q2 − λ2IKN )fR

))
+ 2λ2KN

− f
H

RQ2fR −
2ϵσ2

w√
T

, (43)

and λv denotes the trace of Qv for v = 0, 1, 2.
Since (40) is still non-convex due to (40c), we can solve

its Lagrange dual problem which is expressed as

sup
{ω1,ω2≥0}

min
{|[fR]u|=1}KN

u=1

g0(fR) +

2∑
v=1

ωvgv(fR). (44)

Algorithm 1 iMM-based Analog Beamforming Design

1: Input: A feasible solution f
(0)

R for (36), the convergence
thresholds ε1, ε2, the solution accuracy δ, the iteration
counter i1 ← 0 and ω(0) ← [0, 0].

2: repeat
3: Update g1 and g2 by replacing fR with f

(i1)

R in (42)
and (43), respectively.

4: Set i2 ← 0.
5: repeat
6: for v = 1, 2 do
7: if gv(0) < 0 then
8: ω̂v ← 0.
9: else if

∣∣ lim
ωv→+∞

gv(ωv)
∣∣ ≤ δ then

10: ω̂v ← +∞.
11: Update fR via (45). Go to step 22.
12: else
13: Obtain x̂ by solving gv(x̂) = 0, x̂ ≥ 0 via the

bisection method.
14: Update ω̂v ← x̂.
15: end if
16: end for
17: Set i2 ← i2 + 1 and update ω(i2) ← [ω̂1, ω̂2].
18: until ∥ω(i2) − ω(i2−1)∥2 ≤ ε2

19: Set ω(0) ← ω(i2), i1 ← i1 + 1 and update f
(i1)

R via
(45).

20: until |gr(f
(i1−1)

R )− gr(f
(i1)

R )|/|gr(f
(i1−1)

R )| ≤ ε1.
21: Set fR ← f

(i1)

R .
22: Output: fR.

As the objective in (44) is a linear function of fR, the optimal
solution for fR can be given by

f̂R(ω1, ω2) = exp

(
j∠

( 2∑
v=1

(
(λvIKN −Qv)fR

)
ωv

+ (λ0IKN −Q0)fR

))
. (45)

Additionally, we consider the remaining Karush-Kuhn-Tucker
conditions, i.e.,

gv
(
f̂R(ω1, ω2)

)
≤ 0, ωv ≥ 0, v = 1, 2, (46)

ωvgv
(
f̂R(ω1, ω2)

)
= 0, v = 1, 2. (47)

Based on [31, Lemma 3], the bisection method can be used to
obtain the numerical results for ω1 and ω2. Specifically, when
ω2 is fixed, we use the bisection method to search ω̂1 which
satisfies g1

(
f̂R(ω̂1, ω2)

)
= 0. Similar techniques are used

to obtain ω̂2. We can alternately optimize the dual variables
ω1 and ω2 until convergence. By using the converged dual
variables, we can derive the optimal fR via (45) Then,
we define gv(a) ≜ gv

(
f̂R(ω1, ω2)

)∣∣
ωv=a

for v = 1, 2 for
simplicity and the iMM-based analog beamforming design is
summarized in Algorithm 1.

4) Optimization for FB: Given FR, r, z, the objective
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function in (28) related to FB can be expressed as
K∑

k=1

(
2(1− β)

√
1 + rkRe(z

∗
kh

H
k FRfB,k)

− |zk|2
(
(1− β)2

K∑
l=1

|hH
k FRfB,l|2 + hH

k FRRqF
H
R hk

))
(a)
=

K∑
k=1

(
2(1− β)

√
1 + rkRe(z

∗
kh

H
k FRfB,k)

− |zk|2
K∑
l=1

(
(1− β)2fH

BSH
l F

H
R hkh

H
k FRSlfB

+ β(1− β)fH
BSH

l diag(F
H
R hkh

H
k FR)SlfB

))
= −fH

BΞ0fB − 2Re(ϕH
0 fB), (48)

where

fB ≜ vec(FB), (49)

Sl ≜ [

l−1︷ ︸︸ ︷
0, · · · ,0, IK ,

K−l︷ ︸︸ ︷
0, · · · ,0], l = 1, 2, · · · ,K, (50)

Ξ0 ≜
K∑

k=1

|zk|2
( K∑

l=1

(
(1− β)2SH

l F
H
R hkh

H
k FRSl

+ β(1− β)SH
l diag(F

H
R hkh

H
k FR)Sl

))
, (51)

ϕ0 ≜ −
K∑

k=1

(
(1− β)zk

√
1 + rkS

H
k F

H
R hk

)
. (52)

Note that (a) in (48) holds due to the facts that SkfB = fB,k

for k = 1, 2, · · · ,K and Tr
(
Adiag(B)

)
= Tr

(
diag(A)B

)
.

Similar operations can be performed for the constraints (15)
and (25), then we can derive the optimization problem for fB

as

min
fB

fH
BΞ0fB + 2Re(ϕH

0 fB) (53a)

s.t. fH
BΞ1fB ≤ Pmax, (53b)

fH
BΞ2fB ≤

2ϵσ2
w√
T

, (53c)

where we define

Ξ1 ≜
K∑

k=1

SH
k

(
(1− β)2FH

R FR

+ β(1− β)diag(FH
R FR)

)
Sk, (54)

Ξ2 ≜
K∑

k=1

SH
k

(
(1− β)2FH

R ΩwFR

+ β(1− β)diag(FH
R ΩwFR)

)
Sk

)
.

(55)
Since that Ξ0,Ξ1 and Ξ2 are all Hermitian semi-definite

matrices, (53) is a standard QCQP convex problem, which
can be solved by existing solvers (e.g., Mosek optimization
tools) with the interior-point method.

With an appropriate initialization for FR and FB, we can
alternately optimize r, z, FR and FB until convergence.
Finally, we summarize the proposed AO scheme for hybrid
beamforming design in Algorithm 2.

Algorithm 2 AO-based Hybrid Beamforming Design
1: Input: h1, · · · ,hK , Ωw, Pmax, ϵ.
2: Initialize FR, FB.
3: repeat
4: Update rk, k = 1, 2, · · · ,K via (29).
5: Update zk, k = 1, 2, · · · ,K via (30).
6: Update analog beamformer fR with Algorithm 1.
7: Update digital beamformer fB by solving (53).
8: until fr in (28) is converged.
9: Output: FR ← vec−1(fR), FB ← vec−1(fB).

C. Complexity Analysis

In this subsection, we analyze the computational com-
plexity of the proposed AO scheme in Algorithm 2. In
fact, steps 2, 4, 5, 6 and 7 take up dominant computational
cost. Specifically, in step 2, the computational complexity
is denoted as OInit which varies with different initialization
approach. Computing the auxiliary variables r and z involves
the same order of complexity as O(NK2) in step 4 and 5,
respectively. Based on [31], the complexity of Algorithm 1
in step 6 is O

(
N

(1)
max(NK)2

)
, where N

(1)
max denotes the total

number of iterations in Algorithm 1. Finally, in step 7,
solving the QCQP convex problem for fB with an interior-
point method involves the complexity O

(
K7

)
. Therefore, the

overall complexity of the proposed AO scheme is approxi-
mately OInit+O

(
N

(2)
max

(
(N

(1)
max(NK)2+K7

))
, where N

(2)
max

denotes the number of the outer iterations in Algorithm 2.

IV. VSH SCHEME FOR HYBRID BEAMFORMING DESIGN

To reduce the computational complexity of the AO scheme,
we propose a VSH scheme for hybrid beamforming design,
which can also be used to obtain an initialization for the AO
scheme to further improve its performance. Subsequently, we
prove that the SCR obtained by the VSH scheme can achieve
the channel mutual information as the number of antennas
grows to infinity. To further enhance the SCR performance,
we formulate a novel power allocation problem and solve it
using an alternating method with closed-form solutions.

A. VSH-based Hybrid Beamforming Design

We first combine the received signals in (4) from all
the K users and denote y = [y1, y2, · · · , yK ]T, s =
[s1, s2, · · · , sK ]T, H = [h1,h2, · · · ,hK ]H and η =
[η1, η2, · · · , ηK ]T. Then, the received signal vector y can be
expressed as

y = (1− β)HFRFBs+HFRηq + η. (56)

By assuming that all the transmitted symbols obey indepen-
dently circularly symmetric complex Gaussian distribution,
the mutual information between s and y can be defined as

I(s;y) ≜ log
∣∣∣IK + (Υ)−1

(
(1− β)2HFRFBF

H
B FH

R HH
)∣∣∣,

(57)
where

Υ ≜ Rη +HFRRqF
H
R HH (58)
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and Rη ≜ Diag(σ2
1 , σ

2
2 , · · · , σ2

K). In fact, the sum rate in
(13) is always less than or equal to the mutual information in
(57) [27]. Therefore, we aim to design hybrid beamformers
so that the sum rate approximates the mutual information.
Since a large number of antennas are equipped in the massive
MIMO systems, we consider N is approximately to be infinity
in this section.

For the optimization problem in (26), we first consider
the covertness constraint (25). Due to the existence of the
term Rq caused by the quantization noise in (25), we can-
not employ the zero-forcing digital beamforming [13], [33]
straightforwardly. Fortunately, it can be seen that the left hand
of (25) will be zero when ΩwFR = 0, indicating that FR

should lie in the null space of Ωw to achieve the covertness.
Although the analog beamformer has the constant-modulus
constraints in (14b), we can eliminate these constraints by
doubling the number of RF chains [34]. Therefore, we tem-
porally ignore the constant-modulus constraints and perform
the singular value decomposition (SVD) of Ωw, i.e.,

Ωw = UwΛw[V
(1)
w V (0)

w ]H, (59)

where V
(0)
w ∈ CN×N0 , N − Dw ≤ N0 < N and V

(1)
w ∈

CN×(N−N0) denote the null space and the column space of
Ωw, respectively. Then we can define Ĥ ≜ HV

(0)
w and

perform the SVD that Ĥ = ÛΛ̂V̂ H. From the right singular
matrix V̂ , we choose the K strongest components denoted
as [V̂ ]:,1:K and V

(0)
w to constitute the analog beamformer,

which can be expressed as

F̃R = V (0)
w [V̂ ]:,1:K . (60)

Subsequently, we will use the block diagonaliza-
tion method, which is effective to eliminate the mul-
tiuser interference, to design the digital beamformer FB.
We start by introducing h̃k = hH

k FR and H̃k =

[h̃T
1 , · · · , h̃T

k−1, h̃
T
k+1, · · · , h̃T

K ]T. Then fB,k should lie in
the null space of H̃k. Similarly, we perform the SVD,
i.e., H̃k = ŨkΛ̃k[Ṽ

(1)
k Ṽ

(0)
k ]H, where Ṽ

(0)
k ∈ CK and

Ṽ
(1)
k ∈ CK×(K−1) denote the null space and the column

space of H̃k, respectively. Therefore, we let fB,k = ζkṼ
(0)
k

and the digital beamformer can be expressed as

F̃B = [Ṽ
(0)
1 , Ṽ

(0)
2 , · · · , Ṽ (0)

K ]ΣB, (61)

where ΣB ≜ Diag(ζ1, ζ2, · · · , ζK) ∈ CK×K and we define
pk ≜ |ζk|2 for k = 1, 2, · · · ,K as the power allocated to the
kth data streams. Then, the following proposition is derived
to validate the effectiveness of the aforementioned analog and
digital beamforming design.

Proposition 2: The analog and digital beamformers de-
signed by the VSH scheme in (60) and (61) ensure that the
SCR in (13) is equivalent to the mutual information in (57)
when N grows to be infinity.

Proof: For any continuous distribution θ
(dw)
w for dw =

0, 1, · · · , Dw and θ
(dk)
k for dk = 0, 1, · · · , Dk, there exists

Pr(θ
(dw)
w = θ

(dk)
k ) = 0. Therefore, when N grows to be

infinity, we can obtain

Pr
(

lim
N→∞

a(N, θ(dw)
w )Ha(N, θ

(dk)
k )

)
= 0. (62)

Then, we can further derive that

Pr( lim
N→∞

ΩwH
H) = 0K , (63)

where 0K denotes a zero column vector with the length of
K.

From (63) we can find that HH is in the null space of
Ωw. By performing the SVD of H , i.e., H = UΛV H, we
can obtain that [V ]:,1:K ∈ V

(0)
w , where [V ]:,1:K denotes the

primary K components of V . Therefore, (60) is equivalent
to

F̃R = [V ]:,1:K . (64)

Since Pr(θ
(dl)
l = θ

(dk)
k ) = 0,∀dk ∈ {1, 2, · · · , Dk}, dl ∈

{1, 2, · · · , Dl}, l ̸= k, we can obtain

Pr
(

lim
N→∞

hH
k hl

)
= 0,∀k, l ∈ {1, 2, · · · ,K}, k ̸= l, (65)

which means that the channels of different users are orthog-
onal to each other. Assuming that ∥h1∥2 > ∥h2∥2 > · · · >
∥hK∥2, we can derive

HHH =

K∑
k=1

∥hk∥22
hkh

H
k

∥hk∥22
(a)
=

K∑
k=1

λk[V ]:,1:K [V ]H:,1:K .

(66)

Note that (a) in (66) holds due to the eigenvalue decom-
position of HHH and λk is the kth largest eigenvalue for
k = 1, 2, · · · ,K. From (66) we can find that λk = ∥hk∥22
and

hk = ∥hk∥2[V ]:,k. (67)

Therefore, by substituting both (64) and (67) into (58), we
can transform (58) as

Υ = Rη +Diag(h̃1Rqh̃
H
1 , h̃2Rqh̃

H
2 , · · · , h̃KFRRqh̃

H
K).
(68)

Moreover, with the designed FB in (61), we can derive that

h̃kfB,l = 0,∀k ̸= l, k, l ∈ {1, 2, · · · ,K}. (69)

Finally, by substituting (68) and (69) into (57), we can derive

I(s;y) =
K∑

k=1

log
(
1 +

(1− β)2|hH
k FRfB,k|2

hH
k FRRqFH

R hk + σ2
k

)
= Rsum.

(70)
Proposition 2 is therefore proved. ■
Remark: According to (62), we can see that mmWave

channels and massive antenna arrays inherently provide the
covertness. Furthermore, with hybrid beamformer designed
by the VSH scheme, the SCR can approach the mutual
information asymptotically. Additionally, we can optimize the
remaining parameters, i.e., pk for k = 1, 2, · · · ,K, to further
improve the SCR. The detailed procedures are presented in
the following subsection.
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B. Power Allocation Design

After the derivation of analog and digital beamforming
design as (60) and (61), respectively, there still exists power
allocation factors pk to be optimized. Given (60) and (61),
we first consider the power constraint, where the left hand in
(15) can be transformed as

Tr
(
FR

(
(1− β)2

K∑
l=1

fB,lf
H
B,l +Rq

)
FH
R

)
(a)
= Tr

(
(1− β)2

K∑
l=1

fB,lf
H
B,l + β(1− β)

K∑
l=1

diag(fB,lf
H
B,l)

)
= Tr

(
(1− β)

K∑
l=1

pldiag(Ṽ
(0)
l Ṽ

(0)H
l )

)
= (1− β)

K∑
l=1

pl. (71)

Note that (a) in (71) holds due to FH
R FR = IK via (60).

Then, by substituting (60), (61) and (71) into (26), we can
transform (26) into a power allocation optimization problem,
which can be expressed as

max
{pk}

k=1,2,··· ,K

K∑
k=1

log
(
1 +

(1− β)2|h̃kṼ
(0)
k |2pk∑K

l=1Ṽ
(0)H
l diag(h̃H

k h̃k)Ṽ
(0)
l pl+σ2

k

)
(72a)

s.t. (1− β)

K∑
l=1

pl ≤ Pmax. (72b)

Unfortunately, we cannot straightforwardly solve (72)
by the popular water-filling method, due to the term∑K

l=1Ṽ
(0)H
l diag(h̃H

k h̃k)Ṽ
(0)
l pl caused by the quantiza-

tion noise. To proceed, we turn to optimizing ζ ≜
[ζ1, ζ2, · · · , ζK ] ∈ RK instead. Specifically, we denote cl,k ≜
Ṽ

(0)H
l diag(h̃H

k h̃k)Ṽ
(0)
l for ∀l, k ∈ {1, 2, · · · ,K} and (72)

can be transformed as

max
ζ

K∑
k=1

log
(
1 +

ζTΠkζ

ζTΘkζ + σ2
k

)
, (73a)

s.t. ζTζ ≤ Pmax

1− β
, (73b)

where

Θk = β(1− β)Diag(c1,k, c2,k, · · · , cK,k), (74)

Πk = (1− β)2Diag(

k−1︷ ︸︸ ︷
0, · · · , 0, |hH

k FRṼ
(0)
k |

2,

K−k︷ ︸︸ ︷
0, · · · , 0).

(75)

Similar to (26), we introduce auxiliary variables ϱ ≜
[ϱ1, ϱ2, · · · , ϱK ]T ∈ RK and ϑ ≜ [ϑ1,ϑ2, · · · ,ϑK ]T ∈
RK×K so that the equivalent form of objective function (73a)
can be given by

fp(ϱ,ϑ, ζ) =

K∑
k=1

(
log(1 + ϱk)− ϱk + 2

√
1 + ϱkϑ

T
kΠ

1
2

k ζ

− ϑT
k

(
ζT(Πk +Θk)ζ + σ2

kIK
)
ϑk

)
. (76)

Therefore, we can optimize the variables ϱ, ϑ, and ζ
iteratively. Then, the optimization subproblems are given as
follows.

1) Optimization for ϱ: Given ϑ and ζ, we can derive the
optimal ϱ̂k by letting ∂fp/∂ϱk = 0 for k = 1, 2, · · · ,K and
it can be expressed as

ϱ̂k =
ζTΠkζ

ζTΘkζ + σ2
k

, k = 1, 2, · · · ,K. (77)

2) Optimization for ϑ: Given ϱ and ζ, we can obtain the
optimal ϑ̂k by letting ∂fp/∂ϑk = 0 for k = 1, 2, · · · ,K and
it can be given by

ϑ̂k =
√
1 + ϱk(ζ

T(Πk +Θk)ζ + σ2
kIK)−1Π

1
2

k ζ. (78)

3) Optimization for ζ: Given ϱ and ϑ, the optimization
problem for ζ can be expressed as

max
ζ

K∑
k=1

(2
√
1 + ϱkϑ

T
kΠ

1
2 )ζ − ζT

K∑
k=1

(
ϑT
kϑk(Πk +Θk)

)
ζ

s.t. (73b). (79)

The optimal solution of ζ to (79) can be obtained by
Lagrangian multiplier method. We introduce a dual variable
µ, µ ≥ 0 for the power constraint (73b) and derive the
Lagrangian function as

L(ζ, µ) = µ(
Pmax

1− β
− ζTζ) +

K∑
k=1

(2
√
1 + ϱkϑ

T
kΠ

1
2 )ζ

− ζT
K∑

k=1

(
ϑT
kϑk(Πk +Θk)

)
ζ. (80)

Then the optimal solution of ζ can be determined by letting
∂L/∂ζ = 0 and it can be expressed as

ζ̂ =
(
µ̂IK+

K∑
k=1

(
ϑT
kϑk(Πk+Θk)

))−1 K∑
k=1

(
√
1 + ϱkΠ

1
2ϑk),

(81)
where µ̂ can be obtained by the bisection method for a
minimum µ, µ ≥ 0 to satisfy ζ̂(µ)Tζ̂(µ) ≤ Pmax

1−β . Therefore,
the optimal digital beamformer can be expressed as

F̂B = [ζ̂1Ṽ
(0)
1 , ζ̂2Ṽ

(0)
2 , · · · , ζ̂KṼ

(0)
K ]. (82)

Considering the constant-modulus constraints (14b), we
can express the optimal solution approaching (60) as [34]

F̂R = exp
(
j∠F̃R

)
. (83)

The approximation error of F̂R may cause violation of
constraints. Therefore, we finally implement a scale for F̂B

to satisfy (15) and (25) and it can be expressed as

FB = min(1,ℵ1,ℵ2)F̂B, (84)

where ℵ1 = P
1
2
maxTr

(
F̂R

(
(1 − β)2F̂BF̂

H
B + Rq

)
F̂H
R

)− 1
2

,

ℵ2 =
√
2ϵ

1
2σwT

1
4Tr

(
F̂R

(
(1− β)2F̂BF̂

H
B +Rq

)
F̂H
R Ωw

)− 1
2

denote the normalization factors satisfying (15) and (25), re-
spectively. The overall VSH scheme for hybrid beamforming
design is summarized in Algorithm 3.
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Algorithm 3 VSH Scheme for Hybrid Beamforming Design
1: Input: h1, · · · ,hK , Ωw, Pmax, ϵ.
2: Initialize ζ1, ζ2, · · · , ζK ←

√
Pmax/

√
(1− β)K.

3: Update analog beamformer FR via (60).
4: Update digital beamformer FB via (61).
5: repeat
6: Update ϱk for k = 1, 2, · · · ,K via (77).
7: Update ϑk for k = 1, 2, · · · ,K via (78).
8: Update ζ via (81).
9: until fp in (76) is converged.

10: Update FR via (83).
11: Normalize FB via (84).
12: Output: FR, FB.

C. Complexity Analysis

In this subsection, we analyze the computational complex-
ity of the proposed VSH scheme in Algorithm 3. It is seen
that each step is implemented with a closed-form solution.
The dominant computational cost is in steps 3, 4, 6, 7 and 8.
Specifically, the SVD takes up the most computational cost
in steps 3 and 4, i.e., O(N3) and O(K3), respectively. Step
7 takes up the most computational cost among steps 6, 7, 8
where all the computations for K auxiliary variables involve
matrix inversion and product and the complexity can be
approximated by O(K4). Therefore, supposing the iteration
number for convergence in Algorithm 3 is N

(3)
max, we can

approximately obtain the overall computational complexity
of the proposed VSH scheme as O(N3 + N

(3)
maxK4). Since

the VSH scheme only has one iteration loop and needs no
extra computational complexity for the initialization, it has
lower computational complexity than the AO scheme.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
schemes. We suppose that Alice is equipped with N = 64
antennas and NRF = 4 RF chains serving K = 4 legitimate
users. The channels between Alice and each legitimate user
(or Willie) are all established with D = 3 channel paths with a
LoS path and two NLoS paths. Specifically, we assume that
the channel gain of the LoS path obeys α(0) ∼ CN (0, 1),
the other two channel gains of NLoS paths obey α(1) ∼
CN (0, 0.01) and α(2) ∼ CN (0, 0.001) [35]. All the channel
AoDs randomly distribute within [−1, 1]. The number of time
slots for Willie’s detection is set as T = 100. The noise
powers are set as σ2

1 = σ2
2 = · · · = σ2

K = σ2
w = 10 dBm. In

the following we set N = 64, Pmax = 0 dBw and ϵ = 0.1 as
default values unless specified.

Fig. 2 illustrates the convergence performance of the pro-
posed AO scheme by plotting the SCR performance versus
the iteration numbers for three cases including b = 1, 4 and 7.
For performance comparisons, we consider two initialization
methods: 1) The beam training scheme for initialization (BT-
Init) that we design the kth column of analog beamformer FR

using the normalized array response in (6) precisely towards
the LoS path of the channel between Alice and the kth user
for k = 1, 2, · · · ,K and employ zero-forcing method for the

Fig. 2. Comparison of the SCR for different methods with varying iterations.

Fig. 3. Comparison of the SCR for different methods with varying detection
error probabilities.

digital beamforming design to eliminate multiuser interfer-
ence [3]. 2) The VSH scheme for initialization (VSH-Init)
shown in Algorithm 3. It can be observed from Fig. 2 that
all the curves can achieve the convergence. Specifically, the
SCR converges in approximately 15 iterations with the VSH-
Init, which has a faster convergence speed than the BT-Init.
Furthermore, the AO scheme with the VSH-Init can achieve
better converged SCR performance than that with the BT-Init.
Besides, for the three schemes including the VSH scheme,
the AO scheme with the VSH-Init and the AO scheme with
the BT-Init, we compare their computational complexity by
measuring their running time under the same hardware and
software platform. Here we set the stop condition that the
relative change of the SCR within one iteration is lower
than 0.001. We take b = 7 as an example. To achieve the
convergence, the VSH scheme, the AO scheme with the VSH-
Init and the AO scheme with the BT-Init need 0.0049 s,
2.0957 s, and 2.6765 s, respectively, implying that the VSH
scheme has much lower computational complexity than the
AO scheme. These results validate that the VSH scheme can
be used to obtain an initialization for the AO scheme.

Fig. 3 illustrates the SCR versus different predetermined
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Fig. 4. Comparison of the SCR for different methods with varying quantized
bits.

detection error probabilities, and we also compare the perfor-
mance of our proposed AO and VSH schemes for two cases
including b = 1 and 7. For comparisons, we consider two
baseline schemes: 1) Fully-digital beamforming optimization
(FDBO) scheme that we design a fully-digital beamformer
F ∈ CN×K with a revised AO scheme in Algorithm 2
by removing the analog beamformer design and revising
the dimension of the digital beamformer. 2) Maximum ratio
transmitting (MRT) scheme that we design a fully-digital
beamformer F ∈ CN×K commonly used for the covertness
communication analysis [36], [37], where F =

√
pHH

and p is normalized to satisfy both power and covertness
constraint. It can be observed that both our proposed schemes
outperform the MRT scheme. Additionally, the AO scheme
always outperforms the VSH scheme due to the approxima-
tion errors caused by assuming that N approaches infinity in
the VSH scheme. Furthermore, when the quantization noise is
negligible at b = 7, the AO scheme can achieve performance
comparable to that of the FDBO scheme. Moreover, the
AO scheme demonstrates superior stability against variations
in covertness constraints compared to the FDBO scheme
when b = 1. The reason is that in the hybrid beamforming
architecture, the analog beamforming reduces the leakage of
quantization noise in the Alice-Willie link, making it easier
to satisfy the covertness constraint. Therefore, these results
validate the effectiveness of hybrid beamforming design with
finite-resolution DACs in real-world covert scenarios.

In Fig. 4, we evaluate the SCR performance as a function
of b to illustrate the impact of the quantized bits of DACs. It
can be observed that as b increases, the SCR performance first
improves when b ≤ 5 and then tends to be flat when b > 5.
This phenomenon occurs because that the quantization noise
decreases rapidly with increasing b. Additionally, the result
shows that our proposed AO scheme exhibits lower sensitivity
to the covertness compared to the FDBO scheme. When ϵ =
0.01 and b ≤ 5, our proposed AO scheme outperforms the
FDBO scheme. The reason is that the analog beamformer in
the hybrid beamforming architecture reduces the leakage of
quantization noise in the Alice-Willie link so that the transmit

Fig. 5. Comparison of the SCR for different methods with varying transmit
power.

Fig. 6. Comparison of the SCR for different methods with varying numbers
of antennas.

power can be utilized as fully as possible without exceeding
Pmax to achieve better SCR performance. Besides, the AO
scheme also achieves nearly the same SCR performance as
the FDBO scheme when b > 5.

Fig. 5 illustrates the SCR performance with respect to
Pmax. It can be observed that the SCR initially increases and
then tends to be flat with the growth of Pmax, especially for
the case of low-resolution DAC, e.g., b = 1. This result can
be explained as follows. During the ascending stage of the
curve, Pmax predominantly restricts the SCR performance.
In the subsequent stage when the curves tend to be flat, the
covertness primarily restricts the SCR performance.

In Fig. 6, we compare the SCR performance in terms
of the number of transmit antennas. As N increases, the
SCR always increases due to the enhanced beamforming gain
achieved by a larger antenna array. Furthermore, in the case
of low-resolution DAC, e.g., b = 1, both the AO and VSH
schemes outperform the MRT scheme. Additionally, the SCR
obtained by the FDBO scheme increases fastest along with
increasing N among all the schemes, due to the enhanced
design flexibility of the digital beamformers than the analog
beamformers. However, this advantage is achieved with the
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Fig. 7. Comparison of the SCR for different methods with varying numbers
of users.

price of consuming more power. In the case of high-resolution
DAC, e.g., b = 7, our proposed schemes achieve nearly
the same SCR performance as that of the FDBO scheme.
Moreover, Fig. 6 demonstrates that as N increases, the gaps
in the SCR performance between the AO and VSH schemes
decrease, validating the effectiveness of the VSH scheme in
the massive MIMO systems.

Fig. 7 illustrates the SCR performance versus different
numbers of legitimate users. As K increases, all the FDBO,
the AO and the VSH schemes demonstrate an improvement
in SCR performance, whereas the MRT scheme exhibits a
decline. The reason is that the MRT scheme does not consider
the covertness, multi-user interference, and quantization noise
suppression, different from the other three schemes. Further-
more, the AO and the VSH schemes outperform the FDBO
scheme when K > 3 in the case of low-resolution DACs,
e.g., b = 1, due to smaller quantization noise in the hybrid
beamforming architecture. In contrast, for the case of high-
resolution DAC, e.g, b = 7, the gaps in the SCR performance
between the AO and VSH schemes increase with the growth
of K, primarily due to the more strict covertness requirements
for larger K. However, the VSH scheme is still valuable for
its low complexity and moderate performance.

Finally, we evaluate the performance of energy efficiency
to investigate the tradeoff between the SCR and power
consumption. We define the energy efficiency as

χ ≜
Rsum

Ptot
, (85)

where Ptot is the total power consumption of the transmitter.
We denote Pc, PLNA, PPS, PRF, PDAC and PBB as transmit
power, power consumption of the low noise amplifier, phase
shifter, RF chain, DAC and baseband processor, respectively.
Then, the total power consumption with the fully-digital
transmitter can be approximated by

PFD
tot ≜ Pc +N(PLNA + PRF + 2PDAC) + PBB. (86)

Similarly, the total power consumption with the fully-
connected hybrid beamforming architecture can be approx-

Fig. 8. Comparison of the energy efficiency for different methods with
varying quantized bits.

imated by

PHBF
tot ≜ Pc+NPLNA+NRF(NPPS+PRF+2PDAC)+PBB.

(87)
Note that Pc can be calculated with the left hand of (15).
Then, according to [38], we assume that PLNA = 20 mW,
PPS = 10 mW, PRF = 40 mW and PBB = 200 mW in our
simulations. The power consumed by DAC is modeled as

PDAC = 2bfsFOMW, (88)

where fs and FOMW are denoted as sampling rate and the
DAC’s power efficiency with resolution and sampling rate,
respectively. Typically we set fs = 1 GHz and FOMW =
500 fJ/conversion-step [38].

The energy efficiency performance versus the quantized
bits b of DACs is illustrated in Fig. 8. It can be observed
that the energy efficiency does not always increase with the
growth of b, and an optimal b for maximizing the energy
efficiency performance exists. Furthermore, our proposed two
schemes outperform the FDBO and MRT schemes for the
energy efficiency performance. Additionally, the optimal b
depends on different predetermined covertness requirements.
This result emphasizes the significance of the DAC resolu-
tions for practical covert mmWave MIMO communications.

VI. CONCLUSION

In this paper, we have investigated the hybrid beam-
forming design for mmWave covert MIMO communication
systems with finite-resolution DACs. We have proposed the
AO scheme to maximize the SCR, where both analog and
digital beamformers are optimized iteratively. Specifically,
the analog beamforming design has been obtained using an
iMM method, while the digital beamforming design has been
solved via the interior-point method. To reduce the computa-
tional complexity of the AO scheme, we have proposed the
VSH scheme for hybrid beamforming design, which can also
obtain a initialization for the AO scheme. For future research,
it would be interesting to extend our work to the wideband
mmWave MIMO communications.
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