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Abstract—This paper proposes a dual-band reconfigurable
antenna array (DBRAA), enabling wireless capabilities in both
sub-6 GHz (sub-6G) and millimeter wave (mmWave) bands
using a single array. For the sub-6G band, we propose a
reconfigurable antenna selection structure, where each sub-6G
antenna is formed by multiplexing several mmWave antennas,
with its position dynamically adjusted using PIN diodes. For the
mmWave band, we develop a reconfigurable hybrid beamform-
ing structure that connects radio frequency chains to the anten-
nas via phase shifters and a reconfigurable switch network. We
then investigate integrated sensing and communications (ISAC)
in sub-6G and mmWave bands using the proposed DBRAA
and formulate a dual-band ISAC beamforming design problem.
This problem aims at maximizing the mmWave communication
sum-rate subject to the constraints of sub-6G communication
quality of service and sensing beamforming gain requirements.
The dual-band ISAC beamforming design is decoupled into
sub-6G beamforming design and mmWave beamforming design.
For the sub-6G beamforming design, we develop a fast search-
based joint beamforming and antenna selection algorithm. For
the mmWave beamforming design, we develop an alternating
direction method of multipliers-based reconfigurable hybrid
beamforming algorithm. Simulation results demonstrate the
effectiveness of the proposed methods.

Index Terms—Beamforming, dual-band reconfigurable an-
tenna array (DBRAA), integrated sensing and communications
(ISAC), millimeter wave (mmWave), sub-6 GHz.

I. INTRODUCTION

The sixth-generation (6G) wireless communications have
attracted widespread interest from both academia and indus-
try. With its potential to facilitate unprecedented data rates,
low latency, and massive connectivity, 6G is expected to
promote the development of numerous applications, includ-
ing telemedicine, autonomous vehicles, smart homes, and
industrial intelligence [2], [3]. One of the most promising
technologies for fulfilling the visions of 6G is radar sens-
ing [4], which enables 6G networks to achieve high-accuracy
localization, object detection, recognition, and imaging. By
seamlessly integrating sensing into communication networks,
6G can meet the stringent requirements of various compelling
applications. For instance, 6G-enabled sensing can facilitate
real-time monitoring of the environment, enabling efficient
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management of urban infrastructure and public services [5].
To address the critical requirement for sensing in 6G, inte-
grated sensing and communications (ISAC) has been devel-
oped [6]. Initially, sensing and communications operated as
separate entities [7], resulting in high hardware costs and
inefficient resource utilization. Considering the substantial
similarities between sensing and communications in terms
of antennas, radio frequency (RF) devices, frequency bands,
and processing algorithms, integrating the two systems into
a unified one has been a focus [8]–[10]. This integration
enables wireless networks to perform sensing and communi-
cation tasks with substantially reduced hardware and software
resources, thereby achieving integration gains. Furthermore,
integrating the two systems into a single entity facilitates
seamless cooperation and enhances the performance of both
functions [11], leading to coordination gains. For instance, in
vehicle-to-everything networks, the communication systems
can leverage sensing results and kinematic models for more
efficient beam tracking [12]. Additionally, the performance of
sensing systems can be enhanced through cooperation within
ubiquitous communication networks. The significant benefits
of integration and coordination gains have spurred extensive
research and development in ISAC.

The sub-6 GHz (sub-6G) and millimeter wave (mmWave)
frequency bands are essential for fulfilling the demands of
future wireless networks [13]. The mmWave band, known for
its high data rates based on abundant spectrum resources, is
particularly suited for dense urban environments and applica-
tions requiring large data throughput. However, it suffers from
high path loss, restricting its effective coverage. Conversely,
the sub-6G band offers better penetration and wider coverage,
making it more suitable for wide area connectivity. However,
its data rates may be lower than the mmWave band due to
limited spectrum resources. Additionally, these bands also
exhibit different sensing capabilities. The mmWave band, with
its shorter wavelength and larger numbers of antennas, can
achieve higher-precision sensing than the sub-6G band [14].
On the other hand, the sub-6G band, with lower path loss,
can provide more reliable sensing than the mmWave band
in complicated environments. The complementary character-
istics of mmWave and sub-6G bands make them an ideal
combination for future 6G networks [15]. By harnessing the
strengths of both bands, 6G networks can leverage the high-
rate communication and high-accuracy sensing capabilities
of the mmWave band while ensuring extensive coverage and
reliability with the sub-6G band. Therefore, the development
of a dual-band ISAC framework is significant for unlocking
the full potential of 6G systems.
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Another perspective to improve the performance of wireless
communications is the evolution of antenna techniques. One
notable technique is the dual-band antenna array. The sig-
nificant frequency difference between sub-6G and mmWave
bands results in vastly different antenna sizes, as antenna
sizes are directly related to the carrier wavelength [16].
As a result, systems handling both sub-6G and mmWave
bands typically require two separate antenna arrays, leading
to significant physical space occupation and hardware costs.
To address this issue, dual-band antennas that can operate in
both sub-6G and mmWave bands have been developed [17],
[18]. These dual-band antennas combine multiple mmWave
antennas into a single sub-6G antenna, allowing for shared
apertures between the two frequency bands and resulting in
substantial space savings. However, this method offers limited
design flexibility, as the antenna positions cannot dynamically
adapt to the varying channel state information (CSI). One
method to improve the design flexibility of the antenna arrays
is using antenna selection techniques, which can dynamically
select a subset of antennas from a large array based on current
CSI and system requirements [19]. By selectively activating
antennas according to the CSI, antenna selection enhances
signal quality, reduces interference, and improves the overall
system efficiency. Nevertheless, this method requires a large
number of candidate antennas, leading to high hardware
costs. Additionally, the spacing between adjacent antennas
is typically larger than half a wavelength to avoid coupling
effects, which limits the design flexibility for antenna position
optimization. To further enhance the design flexibility, two
techniques, movable antennas [20] and fluid antennas [21],
have been developed. Movable antennas adjust their positions
dynamically using precise mechanical systems to optimize
signal reception and transmission. Fluid antennas, on the other
hand, use materials like liquid metals to reconfigure their
shape and position dynamically, allowing for efficient space
utilization and performance optimization. However, both tech-
niques depend on high-precision control mechanisms, which
can be complicated and costly to implement. In addition
to the aforementioned techniques, reconfigurable antennas
present another promising approach [22]–[24]. These anten-
nas can dynamically alter their electrical characteristics, such
as radiation pattern and polarization, to meet diverse require-
ments. By utilizing variable RF components like PIN diodes,
switches, and tuners, reconfigurable antennas can achieve
multifunctional operations without changing their physical
structure. This adaptability allows reconfigurable antennas to
maintain robust performance across various environments and
applications.

In this paper, we investigate the ISAC systems that operate
in sub-6G and mmWave bands. Inspired by the existing
antenna techniques, we first propose a sub-6G and mmWave
dual-band reconfigurable antenna array (DBRAA) to enable
wireless capabilities and performance improvement in both
bands. Then, sub-6G and mmWave beamforming designs
based on the DBRAA are developed. Our contributions are
summarized as follows.

• We propose a sub-6G and mmWave DBRAA, enabling

wireless capabilities in both sub-6G and mmWave bands
using a single array. For the mmWave band, the DBRAA
utilizes an mmWave array for signal transmission. To re-
duce the hardware costs, we propose a reconfigurable hy-
brid beamforming (RHB) structure, where the RF chains
are connected to the antennas through phase shifters and
a reconfigurable switch network. For the sub-6G band,
we propose a reconfigurable antenna selection (RAS)
structure, where each antenna is formed by multiplexing
multiple mmWave antennas and the positions of sub-6G
antennas can be dynamically adjusted by controlling the
PIN diodes between mmWave antennas.

• We investigate the sub-6G and mmWave dual-band ISAC
using the proposed DBRAA. Since the sub-6G band
supports reliable sensing and communications while the
mmWave band supports high-rate communications and
high-resolution sensing, we combine their merits and
formulate a sub-6G and mmWave dual-band ISAC beam-
forming design problem, which aims at maximizing the
mmWave communication sum-rate subject to the con-
straints of the sub-6G communications quality of service
(QoS) and the sensing beamforming gain requirements.
Then, the formulated dual-band ISAC beamforming de-
sign is further decoupled into the sub-6G beamforming
design and the mmWave beamforming design.

• We develop a fast search-based joint beamforming and
antenna selection (FS-JBAS) algorithm for the sub-6G
beamforming design. We consider a subproblem of the
formulated sub-6G beamforming design, and propose an
alternating beamforming and antenna selection (ABAS)
algorithm to solve the subproblem for the initialization
of the FS-JBAS algorithm. Then, we iteratively select
each of the sub-6G antennas via a fast search method.

• We develop an alternating direction method of
multipliers-based RHB (ADMM-RHB) algorithm for the
mmWave beamforming design. We aim at maximizing
the mmWave communication sum-rate subject to the
constraints of sensing beamforming gain requirements.
Since the objective of sum-rate maximization is non-
convex, the weighted mean squared error (WMMSE)
is adopted to convert the objective into an equivalent
and tractable form. To deal with the constraints of
nonconvex sensing beamforming gain requirements, a
successive convex approximation method is developed.
Then, the ADMM-RHB algorithm alternately optimizes
the variables to design the mmWave beamforming.

The rest of this paper is organized as follows. The model
of the sub-6G and mmWave dual-band ISAC system is
introduced in Section II. The dual-band ISAC beamforming
design problem is formulated in Section III. The sub-6G and
mmWave beamforming designs are developed in Section IV
and Section V, respectively. The proposed methods are evalu-
ated in Section VI, and the paper is concluded in Section VII.

Notations: Lowercase and uppercase bold symbols denote
vectors and matrices, respectively. [A]m,:, [A]:,n, and [A]m,n
denote the mth row, the nth column, and the entry on the
mth row and the nth column of a matrix A. [a]m denotes
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Fig. 1. Illustration of the sub-6G and mmWave dual-band ISAC systems.
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Fig. 2. Illustration of the dual-band reconfigurable antenna array.

the mth entry of a vector a. ∥a∥2 denotes the ℓ2-norm of
the vector a and ∥A∥F denotes the Frobenius norm of the
matrix A. vec{·} denotes the vectorization of a matrix. (·)T,
(·)H, and diag{a} denote transpose, Hermitian transpose, and
a matrix with vector a as its diagonal entries, respectively.
Z, C, R{·}, and CN (·) denote integers, complex numbers,
the real part of a complex number, and complex Gaussian
distribution, respectively.

II. SYSTEM MODEL

As shown in Fig. 1, we consider an ISAC system, where
one ISAC base station (BS) communicates with users and
senses targets in both the sub-6G and mmWave bands. For
the sub-6G band, the ISAC BS provides high-reliability
communications for Ks sub-6G users while detecting Ts po-
tential targets. For the mmWave band, the ISAC BS provides
high-rate communications for Km mmWave users and high-
accuracy sensing for Tm targets. The carrier frequencies of
the sub-6G and mmWave bands are denoted as fs and fm,
respectively. Correspondingly, their carrier wavelengths are
denoted as λs and λm, respectively. In this work, we focus
on the processing at the BS. Therefore, for simplicity, we
assume that each user is equipped with a single antenna.

A. Dual-Band Reconfigurable Antenna Array
To enable the ISAC in the sub-6G and mmWave bands, we

propose a DBRAA, which is composed of co-aperture sub-6G
and mmWave antenna arrays, as shown in Fig. 2.
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Fig. 3. Illustration of the reconfigurable antenna selection structure.

1) Overview: The DBRAA includes Nm mmWave anten-
nas and Ns sub-6G antennas. The mmWave antennas are
arranged in a half-wavelength-interval uniform planar array,
including Nrow rows and Ncol columns. As a result, we have
Nm = Nrow × Ncol. Based on the dual-band antenna arrays
designed in [17], [18], we combine mmWave antennas to
form sub-6G antennas, which enables the co-aperture sub-
6G and mmWave antenna arrays. Following [18], we assume
that a single sub-6G antenna is formed by combining 2 × 2
mmWave antennas, as illustrated in Fig. 2. Note that this work
can e extended to other antenna configurations by modifying
the system and signal models. Inspired by reconfigurable
pixel antennas [25]–[27], which dynamically adjust connec-
tions between elementary pixel antennas using PIN diodes
to achieve diverse electrical characteristics, we incorporate
PIN diodes into the existing dual-band antenna arrays [17],
[18] to dynamically adjust the connections between mmWave
antennas, as illustrated in Fig. 2. By controlling the states of
the PIN diodes, a sub-6G antenna can be formed by choosing
2 × 2 mmWave antennas from the mmWave antenna array,
which enables us to dynamically adjust the positions of sub-
6G antennas. In addition, the inherent orthogonality between
mmWave and sub-6G bands enables concurrent operation of
both antenna types within the shared aperture.

Remark 1: The feasibility of fabricating the DBRAA is
supported by three key facts. First, in [28], a prototype of
a shared-aperture dual-band sub-6G and mmWave reconfig-
urable intelligent surface has been fabricated, which indicates
that integrating mmWave elements to form sub-6G antennas
with the DBRAA configuration can enable independent oper-
ation in both bands. Second, the application of PIN diodes to
control the interconnections between RF elements is a well-
established technique that has been validated in numerous
studies [29]–[32]. Therefore, integrating the PIN diodes into
the dual-band sub-6G and mmWave reconfigurable intel-
ligent surface in [28] to control the connections between
mmWave elements is straightforward. Third, characteristic
mode analysis reveals that the electromagnetic properties of
RF devices are predominantly determined by their intrinsic
structure rather than by the excitation mechanisms [33]–[35].
Consequently, design strategies validated on reconfigurable
intelligent surfaces can be systematically extended to antenna
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Fig. 4. Illustration of the beamforming structure for the dual-band recon-
figurable antenna array.

systems, as both share common underlying electromagnetic
modes [36], [37]. These facts indicate that the DBRAA can be
fabricated with the dedicated efforts of antenna researchers.

Remark 2: In the DBRAA, some mmWave antennas are
reused to form sub-6G antennas, while others remain unused.
The presence of these unused metal antenna elements may
degrade the performance of the sub-6G band. To address this
issue, additional RF design techniques, such as the suspended
electromagnetic band-gap (EBG) structure developed in [28],
can be integrated into the DBRAA. As demonstrated in [28],
with the EBG structure, the surface waves are confined with
each element, and the mutual interference between adjacent
elements is effectively mitigated.

Remark 3: In the DBRAA, the use of diodes to connect the
mmWave antennas for forming sub-6G antennas may affect
the performance of the mmWave array. To avoid this effect,
additional RF components, such as the planar spiral inductor
structure in [28], can be designed and cascaded with the PIN
diode to avoid the effect on mmWave antennas.

2) RAS Structure for the Sub-6G Band: To fully exploit
the benefits of the DBRAA, we propose an RAS structure for
the sub-6G band, as illustrated in Fig. 3. Note that a sub-6G
antenna is formed by combining 2 × 2 mmWave antennas.
Consequently, there are Np ≜ (Nrow − 1) × (Ncol − 1)
candidate sub-6G antennas. In addition, the spacing between
adjacent candidate sub-6G antennas is λm/2 due to the half-
wavelength-interval mmWave array and the reconfigurable
formation of sub-6G antennas. Note that this spacing rep-
resents the nominal electrical separation between antenna
centers rather than their absolute physical boundaries. There-
fore, the RAS structure can support more precise antenna
position adjustment than the conventional antenna selection
(CAS) structure. The proposed RAS structure dynamically
selects Ns sub-6G antennas via a switch network from the
Np candidates for sub-6G signal transmission according to
the CSI and system requirements. Typically, the number of
antennas for a sub-6G antenna array is small and the cost of
the fully digital (FD) structure is affordable, where each of
the Ns selected antennas is solely connected to one RF chain.
Subsequently, a digital beamformer is adopted to allocate the

Fig. 5. Illustration of the Cartesian coordinate system for the sub-6G
channel.

Ns RF chains to Ks data streams, as illustrated in Fig. 4. To
support independent data transmission, we have Ks ≤ Ns.

3) RHB Structure for the mmWave Band: In the mmWave
band, the number of antennas is usually very large. As a
result, the full-digital structure is impractical and the more
efficient hybrid beamforming structure is preferred. In this
condition, we propose an RHB structure for the mmWave
band. As illustrated in Fig. 4, each of the Nm antennas is
solely connected to one phase shifter. Then, the Nm phase
shifters are connected to NRF RF chains via a switch network.
Subsequently, the NRF RF chains are assigned to Km data
streams through the digital baseband processing. To ensure
independent data transmission, we have Km ≤ NRF. Note
that the proposed RHB structure for mmWave systems differs
from the dynamic hybrid beamforming structure (DHB) in
[38]–[40]. In the DHB structure, each antenna is solely
connected to one RF chain. However, in the proposed RHB
structure, each antenna can be dynamically connected to
multiple RF chains according to the CSI and system re-
quirements. Compared to the DHB, the RHB retains similar
hardware complexity while increasing the design flexibility
and improving the beamforming gain.

B. Sub-6 GHz System Model

The received signals of the Ks sub-6G users can be
expressed as

ys = HH
s diag{p}Fsss + ns, (1)

where Hs ∈ CNp×Ks , Fs ∈ CNp×Ks , and ss ∈ CKs denote
the sub-6G channel between ISAC BS and Ks users, the
digital beamformer, and the data symbols of Ks users, re-
spectively. In (1), p ≜ vec{P } and P ∈ Z(Nrow−1)×(Ncol−1)

denotes the selection matrix. ns ∈ CKs denotes the additive
Gaussian noise, where ns ∼ CN (0, σ2

s IKs
). hs,k ≜ [Hs]:,k

denotes the channel between the ISAC BS and the kth sub-6G
user, for k = 1, 2, . . . ,Ks.

Typically, the channel between the BS and a user is
influenced by both the antenna positions and the propagation
environment. Fig. 5 illustrates the Cartesian coordinate system
employed to model these factors, where the location of the
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candidate sub-6G antenna at the mth row and nth column is
represented as [xn, 0, zm].

For a propagation path characterized by a physical azimuth
angle ϖ and a physical elevation angle ψ, the corresponding
channel steering vector is expressed as

χ(ψ,ϖ) = ej2πz sinψ/λs ⊗ ej2πx cosψ sinϖ/λs , (2)

where z ≜ [z1, · · · , zNrow−1]
T and x ≜ [x1, · · · , xNcol−1]

T

represent the spatial coordinate vectors along the z and x
axes, respectively. To simplify the formulation, we introduce
the surrogate azimuth angle θ ≜ cosψ sinϖ and the surrogate
elevation angle ϕ ≜ sinψ. In addition, considering the
configurations of the sub-6G antenna array in Section II-A, we
have xn = (n−1)λm/2 and zm = (m−1)λm/2. Substituting
these expressions into (2), the channel steering vector can be
reformulated as

β(ϕ, θ)=γ(Nrow−1, ϕ)⊗ γ(Ncol−1, θ), (3)

with γ(·) given by

γ(N, θ) =
[
1, · · · , ejπ(n−1)λm

λs
θ, · · · , ejπ(N−1)λm

λs
θ
]T
. (4)

By superimposing the contributions from multiple propaga-
tion paths, hs,k can be modeled as

hs,k =

√
1

Ls,k

Ls,k∑
l=1

ζs,k,lβ(ϕs,k,l, θs,k,l), (5)

where Ls,k denotes the number of channel paths between the
ISAC BS and the kth sub-6G user. ζs,k,l, ϕs,k,l, and θs,k,l
are the channel gain, surrogate elevation angle, and surrogate
azimuth angle of the lth path, respectively.

C. mmWave System Model

The received signals of the Km mmWave users can be
expressed as

ym = HH
mFRFFBBsm + nm, (6)

where Hm ∈ CNm×Km , FRF ∈ CNm×NRF , FBB ∈
CNRF×Km , and sm ∈ CKm denote the mmWave channel
between ISAC BS and Km users, the analog beamformer,
the digital beamformer, and the data symbols of Km users,
respectively. nm ∈ CKm denotes the additive Gaussian noise,
where nm ∼ CN (0, σ2

mIKm
). hm,k ≜ [Hm]:,k denotes the

channel between the ISAC BS and the kth mmWave user, for
k = 1, 2, . . . ,Km. Similar to (5), hm,k can be modeled as

hm,k =

√
1

Lm,k

Lm,k∑
l=1

ζm,k,lα(Nrow, ϕm,k,l)⊗α(Ncol, θm,k,l),

(7)

where Lm,k denotes the number of channel paths between
the ISAC BS and the kth mmWave user. ζm,k,l, ϕm,k,l, and
θm,k,l represent the channel gain, surrogate elevation angle,
and surrogate azimuth angle of the lth path, respectively. α(·)
denotes the mmWave channel steering vector, defined as

α(N, θ) =
[
1, ejπθ, . . . , ejπ(N−1)θ

]T
. (8)

III. PROBLEM FORMULATION

In this section, we formulate a sub-6G and mmWave dual-
band ISAC beamforming design problem, which aims at
maximizing the mmWave communication sum-rate subject to
the constraints of the sub-6G communication QoS and the
sensing beamforming gain requirements. Then, the formulated
dual-band ISAC beamforming design is further decoupled
into the sub-6G beamforming design and the mmWave beam-
forming design.

A. Problem Formulation for Sub-6G Band

In the sub-6G band, known for its robust penetration and
extensive coverage, the ISAC BS aims to provide high-
reliability communications for Ks sub-6G users. To ensure
reliable transmission, the signal-to-interference-plus-noise ra-
tio (SINR) of each user must exceed a predefined threshold
Γk, i.e.,

Ss,k ≥ Γk, k = 1, 2, · · · ,Ks. (9)

Ss,k can be calculated as

Ss,k =
|hH

s,kdiag{p}fs,k|2∑Ks

i=1,i̸=k |hH
s,kdiag{p}fs,i|2 + σ2

s

, (10)

where fs,k ≜ [Fs]:,k. By neglecting inter-user interference,
an upper bound for Γk can be derived, which defines the
maximum threshold beyond which the formulated problem
has no feasible solution. This bound serves as a reference
point for iteratively adjusting Γk to identify a suitable value
that satisfies the system constraints.

In addition, the ISAC BS needs to sense the Ts directions
for detecting potential targets. Therefore, the beamforming
gain of the tth direction should also exceed a predefined
threshold Υs,t, i.e.,

Gs,t ≥ Υs,t, t = 1, · · · , Ts. (11)

Denote the surrogate azimuth and elevation angles of the
tth target as ϑs,t and φs,t, respectively. Then Gs,t can be
calculated as

Gs,t = E{∥β(φs,t, ϑs,t)
Hdiag{p}Fsss∥2}

= ∥FH
s diag{p}β(φs,t, ϑs,t)∥2. (12)

By applying Parseval’s theorem to connect beamforming
gains with transmit power [41], an upper bound for Υs,t can be
derived, which defines the maximum threshold beyond which
the formulated problem has no feasible solution.

Note that each entry in P can only be “0” or “1”. If one
entry in the P is “1”, the corresponding sub-6G antenna is
selected; otherwise, it is not selected. Therefore, P should
satisfy

[P ]m,n∈{0, 1},m = 1, · · · , Nrow − 1, n = 1, · · · , Ncol − 1.
(13)

Note that only Ns sub-6G antennas are selected from Np

potential antennas. Therefore, the summation of all entries in
P is Ns, i.e.,

pT1 = Ns. (14)
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In the DBRAA, the spacing between adjacent candidate
sub-6G antennas is λm/2, which is much smaller than the
sub-6G carrier wavelength due to the much higher carrier
frequency of the mmWave band. For example, in a dual-
band ISAC system operating at 5 GHz and 30 GHz, we have
λm/2 = 0.5 cm and λs = 6 cm. If adjacent candidate sub-6G
antennas are selected, strong coupling effects will be induced
and system performance will be severely deteriorated. To
address this, we stipulate that the distances between selected
antennas must exceed a predefined threshold. Let Hs and
Vs represent the minimum horizontal and vertical spacings
between selected antennas, respectively. Let JH,p and JV,p
denote the horizontal and vertical indices of the pth selected
antenna, respectively. Then, we have

|JH,p − JH,q| ≥ Hs, and |JV,p − JV,q| ≥ Vs, (15)

for p, q = 1, 2, · · · , Ns and p ̸= q.

B. Problem Formulation for mmWave Band

In the mmWave band, which is characterized by abundant
spectrum resources and high data rates, the ISAC BS provides
high-throughput communications for Km mmWave users.
Therefore, our objective is to maximize the sum-rate of these
Km mmWave users, which can be expressed as

Rm =

Km∑
k=1

log2(1 + Sm,k), (16)

where Sm,k denotes the SINR of the kth mmWave user and
can be calculated as

Sm,k =
|hH

m,kFRF[FBB]:,k|2∑Km

i=1,i̸=k |hH
m,kFRF[FBB]:,i|2 + σ2

m

. (17)

As shown in Fig. 4, the analog beamformer is composed of
the phase shifters and the switch network. Therefore, we have

FRF = diag{fP}S, (18)

where fP ∈ CNm and S ∈ CNm×NRF denote the phase
shifters and switch network, respectively. Due to the constant
modulus constraint of phase shifters, entries in fP should
satisfy ∣∣[fP]p

∣∣ = 1, p = 1, 2, · · · , Nm. (19)

In addition, due to the binary states of switches, each entry
in S can only be “0” or “1”. If one entry in S is “1”, the
corresponding RF chain (column index) is connected to the
corresponding antenna (row index); otherwise, the RF chain
is not connected to the antenna. Therefore, we have

[S]p,u ∈ 0, 1, p = 1, 2, · · · , Nm, u = 1, 2, · · · , NRF. (20)

Moreover, the beamforming gain for tth mmWave target
should also exceed a predefined threshold Υm,t. Denote the
surrogate azimuth and elevation angles of the tth mmWave
target as ϑm,t and φm,t, respectively. Similar to (11) and (12),
we have

Gm,t ≥ Υm,t, (21)

where

Gm,t=
∥∥FH

BBF
H
RF(α(Nrow,φm,t)⊗α(Ncol,ϑm,t))

∥∥
2
. (22)

C. Dual-Band Problem Formulation

For the dual-band ISAC system, we aim at maximizing
the sum-rate of Km mmWave users subject to the constraints
of the sub-6G communication SINR, sub-6G sensing beam-
forming gain requirements, mmWave sensing beamforming
gain requirements, and the hardware structure. The dual-band
ISAC beamforming design problem can be formulated as

max
Fs,P ,fP,S,FBB

Rm (23a)

s.t. (9), (11), (13), (14), (15), (23b)
(18), (19), (20), (21), (23c)

∥diag{p}Fs∥2F ≤ Ps, (23d)

∥FRFFBB∥2F ≤ Pm, (23e)
Ps + Pm ≤ Pt, (23f)

where the sub-6G system constraints, mmWave system con-
straints, sub-6G power constraint, mmWave power constraint,
and total power constraint are stated in (23b), (23c), (23d),
(23e), and (23f), respectively. Ps in (23d), Pm in (23e), and
Pt in (23f) denote the maximum sub-6G transmit power, the
maximum mmWave transmit power, and the maximum total
transmit power, respectively.

Remark 4: In (23), we aim to maximize the mmWave
multiuser sum-rate to achieve high throughput in the mmWave
band while ensuring the sub-6G SINR performance to guar-
antee high reliability. This approach is motivated by the
distinct characteristics and requirements of each frequency
band. The SINR-based objective in the sub-6G band ensures
communication reliability, which is critical for low-latency
applications. However, it may result in suboptimal bandwidth
utilization compared to throughput-maximizing objectives.
Conversely, maximizing the sum-rate in the mmWave band
ensures efficient spectrum usage and high throughput but
may not adequately address reliability challenges in large-
scale deployments. In this context, further refinement and
adaptation of the proposed approaches can be conducted to
meet the demands of practical system deployments.

From (23), the sub-6G and mmWave systems have indepen-
dent variables and constraints but are coupled through their
respective transmit powers, Pm and Ps, as defined in (23f).
In the mmWave band, an increase in the transmit power Pm

leads to a higher objective value Rm. In addition, according to
(23f), reducing the sub-6G transmit power allows for a higher
mmWave transmit power. Consequently, decreasing the sub-
6G transmit power improves the mmWave sum-rate. Based on
the above discussions, to solve (23), we first design the sub-
6G beamforming by minimizing the transmit power required
to meet the SINR constraints of sub-6G users. Subsequently,
we optimize the mmWave beamforming to maximize the
mmWave sum-rate using the remaining available power. The
sub-6G beamforming design can be formulated as
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(P1) min
Fs,P

∥diag{p}Fs∥2F

s.t. (9), (11), (13), (14), (15). (24)

Let P s be the transmit power corresponding to the solution of
(24). The power available for the mmWave system is Pm =
Pt − P s. Then, the mmWave beamforming design can be
formulated as

(P2) max
fP,S,FBB

Rm (25a)

s.t. (18), (19), (20), (21), (25b)

∥FRFFBB∥2F ≤ Pm. (25c)

Note that we design the mmWave and sub-6G beamform-
ing while considering their coupled power budget in (23).
Nevertheless, alternative system design considerations, such
as dual-band performance constraints under QoS require-
ments [15], sum-rate maximization with fairness guaran-
tees [42], and joint resource allocation strategies [43], could
be explored in future extensions. In the following, we design
the beamforming for sub-6G systems by solving (24) in
Section IV, and the beamforming for mmWave systems by
solving (25) in Section V.

IV. SUB-6G BEAMFORMING DESIGN

In this section, we design the sub-6G beamforming by solv-
ing (P1) in (24), where an FS-JBAS algorithm is developed.

A. Subproblem of (P1)

Due to the complex and nonconvex constraints in (9),
(11), (13), and (15), (P1) is challenging to solve. To address
this, we consider a subproblem of (P1). The solution to this
subproblem is used as an initial value to aid the convergence
of the FS-JBAS algorithm.

The most challenging constraint is the antenna spacing con-
straint in (15). Therefore, in the considered subproblem, we
ensure that the candidate antennas satisfy the antenna spacing
constraint. We define a matrix C ∈ C(Nrow−1)×(Ncol−1) to
represent the candidate antennas as

[C]m,n=

{
1, m=bVs+1, n=dHs+1, b, d∈Z,
0, others.

(26)

If an entry in C is ”1”, the corresponding sub-6G antenna can
be selected; otherwise, it cannot be selected. We also define
a selection matrix Q ∈ CMrow×Mcol to represent the selection
states of the candidate antennas represented by C, where
Mrow = ⌈Nrow−1

Vs
⌉ and Mcol = ⌈Ncol−1

Hs
⌉ denote the number

of rows and columns of candidate antennas, respectively. If
an entry in the bth row and dth column of Q is non-zero,
for b = 1, 2, · · · ,Mrow and d = 1, 2, · · · ,Mcol, it means that
the sub-6G antenna on the ((b − 1)Vs + 1)th row and the
((d− 1)Hs + 1)th column of the array is selected.

By selecting the antennas from the candidate antennas

represented by C, we can convert (P1) in (24) to

(P1-S) min
Fs,P

∥diag{p}Fs∥2F (27a)

s.t. (9), (11), (14), (27b)
P = T (Q), (27c)
[Q]b,d ∈ {0, 1}. (27d)

The constraint in (27c) represents the transformation from Q
to P , which can be expressed as

[P ]m,n=

[Q]b,d,
m = bVs + 1, n = dHs + 1,

b = 1, · · · ,Mrow, d = 1, · · · ,Mcol,

0, others.

(28)

Note that (28) represents linear equations. Therefore, (27c)
is a convex constraint. In addition, the constraint in (15) is
omitted because the horizontal and vertical spacings between
two arbitrary non-zero entries in C are no less than Hs

and Vs, respectively. In (27), since using either P or Q as
the optimization variable yields equivalent formulations, for
consistency with other sections, we use P as the optimization
variable. We then propose an alternating beamforming and
antenna selection algorithm (ASBS) to solve (27).

First, we address the integer 0-1 constraint in (27d) and
reformulate it as [19]

min
q

qT(1− q) (29a)

s.t. q = vec{Q}, 0 ≤ [Q]b,d ≤ 1. (29b)

Based on (29), we introduce a weighting coefficient µ, and
take the weighted sum of (27a) and (29a) as the objective.
Then, (27) can be converted to

min
Fs,P

∥diag{p}Fs∥2F + µqT(1− q)

s.t. (9), (11), (14), (27c), (29b). (30)

Note that (30) involves the digital beamformer, Fs, and the an-
tenna selection matrix, P . Following the existing works [44],
we employ the alternating minimization method to solve it.

1) Initialization: To ensure high beamforming gains for
communication users and sensing targets, we initialize Fs as

[Fs]:,k = κ

(
hs,k +

T∑
t=1

β(P , φs,t, ϑs,t)

)
, (31)

where κ is the scaling factor. In practice, κ can be set to a
large number, such as 10, to ensure that the optimization in
(30) has feasible solutions initially. In addition, to satisfy the
antenna selection constraint in (14), we initialize P as

[P ]m,n = Ns/(MrowMcol). (32)

2) Optimization of Fs: Denote the solution of P in the
previous iteration as P . Then, (30) can be reformulated as

min
Fs

∥diag{p}Fs∥2F

s.t. (9), (11), (33)

where p = vec{P }. Note that (33) is a nonlinear pro-
gramming problem with convex objective and nonconvex
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constraints. In the following, we will address these nonconvex
constraints to develop a tractable optimization problem.

First, we focus on the nonconvex constraint in (9). By
exploiting the phase rotation property of complex values, the
constraint in (9) can be equivalently converted to a second-
order cone constraint [45], expressed as∥∥∥∥[ FH

s diag{p}hs,k

σs

]∥∥∥∥
2

≤
√
1 +

1

Γk
R{fH

s,kdiag
{
p
}
hs,k}.

(34)

Next, we focus on the nonconvex constraint in (11). Note
that a quadratic convex function xHAx can be lower-bounded
by its first-order Taylor expansion, i.e.,

xHAx ≥ xHAx+ 2R{xHA(x− x)}
= 2R{xHAx} − xHAx, (35)

where x denotes given values of x. Then, Gs,t in (12) can
be lower-bounded by

Gs,t = ∥FH
s diag{p}β(φs,t, ϑs,t)∥2

= tHΦt

≥ 2R
{
t
H
Φt
}
− t

H
Φt, (36)

where t ≜ vec{Fs}, t ≜ vec{F s} denotes the solution
of t in the (i − 1)th iteration, Φ ≜ IKs

⊗ Φ, and Φ ≜
diag{p}β(φs,t, ϑs,t)β(φt, ϑt)

Hdiag{p}. Based on (36), the
constraint in (11) can be relaxed as

2R
{
t
H
Φt
}
− t

H
Φt ≥ Υs,t. (37)

With (34) and (37), (33) can be converted to

min
Fs

∥diag{p}Fs∥2F

s.t. (34), (37), (38)

which is a second-order cone programming (SOCP) problem
and therefore can be effectively solved via convex optimiza-
tion.

3) Optimization of p: Denote the solution of Fs in the
previous iteration as F s. Then, (30) can be converted to

min
P
∥diag{p}F s∥2F + µqT(1− q)

s.t. (9), (11), (14), (27c), (29b). (39)

Similar to (34) and (37), (9) and (11) can be respectively
converted to∥∥∥∥∥
[

F
H

s diag{hs,k}p
σs

]∥∥∥∥∥
2

≤
√
1 +

1

Γk
R{fH

s,kdiag
{
hs,k

}
p}

(40a)

2R
{
pTUp

}
− pTUp ≥ Υs,t, (40b)

where U ≜ diag{β(φt, ϑt)H}F sF
H

s diag{β(φt, ϑt)}, and
f s,k ≜ [F s]:,k. Then, (39) can be converted to

min
P
∥diag{p}F s∥2F + µqT(1− q)

s.t. (14), (27c), (29b), (40a), (40b). (41)

Note that (41) is an optimization problem with convex con-
straints and nonconvex objective due to the minimization

Algorithm 1 Alternating Beamforming and Antenna Selec-
tion (ABAS) Algorithm

1: Input: Nrow, Ncol, Ns, Hs, Vs, Hs, Γk, Υs,t, φt, and ϑt.
2: Initialization: Initialize Fs and P via (32), i← 0.
3: while i ≤ IA do
4: Obtain F s via (38).
5: Obtain P via (44).
6: i← i+ 1.
7: end while
8: Obtain P̂ via (45).
9: Obtain F̂s via (33).

10: Output: P̂ and F̂s.

of the concave function. To address this issue, we employ
the majorization-minimization (MM) method to convert the
objective in (41) into a tractable one. The MM method aims
at finding an upper-bound surrogate function of the original
function around a given point. From (35), we have

qT(1− q) ≤ qT1− 2R{qTq}+ qTq, (42)

where q denotes the solution of q in the previous iteration.
Based on the relationship between P and Q in (28), we
can easily obtain q. Therefore, the surrogate function of the
objective in (41) can be expressed as

∥diag{p}F s∥2F − 2µR{qTq}, (43)

where we omit the constant terms qT1 and qTq. Then, we
can convert (41) to

min
P

(43)

s.t. (14), (27c), (29b), (40a), (40b), (44)

which is also an SOCP problem and can be effectively solved.
4) Summary of ABAS Algorithm: We alternately optimize

Fs and P until the maximum number of iterations IA is
reached. The solutions of Fs and P are denoted as F̃s and P̃ ,
respectively. In (30), the values of P are relaxed as continuous
between zero and one. However, the antenna selection matrix
P should take binary values of either zero or one. To avoid
computational deviations, we quantize P̃ as

[P̂ ]m,n = round
(
[P̃ ]m,n

)
, (45)

where round(·) denotes the rounding operation. Then, we
solve (33) to update F̃s as F̂s.

Finally, we summarize the alternating beamforming and
antenna selection algorithm in Algorithm 1.

B. Detailed Implementation of the FS-JBAS Algorithm

Based on Section IV-A, the initial value of P is given by
P (0) = P̂ . From (14), P (0) has Ns non-zero entries, which
correspond to Ns selected sub-6G antennas. We denote the
row and column indices of these antennas as x(0) ∈ ZNs and
y(0) ∈ ZNs , respectively. We also define a transformation
function F(·) that maps the indices x(0) and y(0) to the
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Algorithm 2 Fast Search-based Joint Beamforming and An-
tenna Selection (FS-JBAS) Algorithm

1: Input: Nrow, Ncol, Ns, Hs, Vs, Hs, Γk, Υs,t, φt, and ϑt.
2: Obtain x(0), y(0) and P (0) via Algorithm 1. i← 0.
3: while stop conditions are not satisfied do
4: Obtain p via (47).
5: Obtain Si via (48).
6: for s = 1, 2, · · · , |Si| do
7: Obtain x(s) and y(s) via (49).

8: Obtain P
(s)

via (50).
9: Obtain P̃ (s)

s via (51).
10: end for
11: Obtain s∗ via (52).
12: Obtain x(i) and y(i) via (53).
13: Obtain P̂ (i)

s via (54).
14: i← i+ 1.
15: end while
16: Obtain the current iteration number i.
17: P s ← P̂

(i)
s , x← x(i), and y ← y(i).

18: Output: P s, x, and y.

selection matrix, which can be expressed as

[P (0)]m,n =

{
1, m = [x(0)]p, n = [y(0)]p, p = 1, · · · , Ns,

0, others.

(46)

We then propose a fast search algorithm that iteratively
updates the indices of each selected antenna in P (0).

In the ith iteration, for i ≥ 1, the order of the antenna to
be updated is

p = mod(i− 1, Ns) + 1. (47)

The row and column indices of this antenna in the previous
iteration are

[
x(i−1)

]
p

and
[
y(i−1)

]
p
, respectively. Then, we

test the candidate antennas to optimize the position of the pth
antenna. Due to the antenna spacing constraint in (15), not
all the candidate antennas can be selected as the pth antenna.
We express the set of row and column indices for all feasible
candidate antennas as

Si =

[x, y]

∣∣∣∣
∣∣x− [x(i−1)]p

∣∣≥Vs, ∣∣y − [y(i−1)]p
∣∣≥Hs,

x=1,· · ·, Nrow−1, y = 1,· · ·, Ncol−1,
p = 1, 2, · · · , Ns, p ̸= p

 ,

(48)

where the number of elements in Si can be expressed as its
cardinality |Si|.

Then, we sequentially test each element in Si as follows.
When testing the sth element, the row and column indices
of the tested antenna can be expressed as

[
Si{s}

]
1

and[
Si{s}

]
2
, respectively. Then, the row and column indices of

the Ns antennas are expressed as x(s) and y(s), respectively,
where[[

x(s)
]
p
,
[
y(s)

]
p

]
=

{
Si{s}, p = p,[[

x(i−1)
]
p
,
[
y(i−1)

]
p

]
, p ̸= p,

(49)

for p = 1, 2, · · · , Ns. Based on x(s), y(s) and the transfor-
mation defined in (46), we can obtain the antenna selection

matrix P
(s)

through

P
(s)

= F(x(s),y(s)). (50)

Given P
(s)

, (P1) in (24) can be converted to

min
Fs

∥diag
{
p
}
Fs∥2F

s.t. (9), (11), (51)

where p ≜ vec
{
P

(s)}
. Note that (51) is essentially the same

as (33). Therefore, it can be solved following the procedures
developed in Section IV-A2. We omit the details and denote
the solution as F s. Then, the transmit power of the sub-6G
system can be calculated as P̃ (s)

s . We test all the elements in
Si and find the one with the minimum transmit power by

s∗ = min
s=1,2,··· ,|Si|

P̃ (s)
s . (52)

Then, the row and column indices of the selected antennas in
the ith iteration can be expressed as

x(i) = x(s∗), and y(i) = y(s∗). (53)

Based on x(i), y(i) and the transformation defined in (46), we
can obtain the antenna selection matrix P (i) = F(x(i),y(i)).
The minimum transmit power in the ith iteration can be
expressed as

P̂ (i)
s = P̃ (s∗)

s . (54)

We iteratively perform the fast search procedures from (47)
to (54) until one of the following three stop conditions is
satisfied.

i) The maximum number of iterations IF is reached;
ii) The minimum transmit power in the ith iteration is less

than a predefined power threshold P̆s, i.e., P̂ (i)
s ≤ P̆s;

iii) The fast search algorithm converges, i.e., x(i) = x(i−p)

and y(i) = y(i−p) for p = 1, · · · , Ns − 1.
Denote the number of iterations at this time as i. Then,

the transmit power of the sub-6G system is expressed as
P s = P̂

(i)
s . Finally, we summarize the developed FS-JBAS

algorithm in Algorithm 2.
We analyze the computational complexity of the FS-JBAS

algorithm, which consists of the ABAS algorithm and a fast
search procedure. In the ABAS algorithm, Fs and p are
optimized iteratively for up to IA iterations. The optimization
of Fs involves solving (38), which is an SOCP problem with a
computational complexity of O(M3.5

rowM
3.5
colK

3.5
s ). Similarly,

the optimization of p requires solving (44), which is also
an SOCP problem with a complexity of O(M3.5

rowM
3.5
col ).

Therefore, the overall complexity of the ABAS algorithm
is O(IAM3.5

rowM
3.5
colK

3.5
s ). In the fast search procedure, a

maximum of IF iterations are conducted, each involving at
most Np tests. Each test solves (51) with a computational
complexity of O(N3.5

s K3.5
s ). Consequently, the complexity of

the fast search procedure is O(IFNpN
3.5
s K3.5

s ). Combining
both parts, the total computational complexity of the FS-JBAS
algorithm is O(K3.5

s (IFNpN
3.5
s + IAM

3.5
rowM

3.5
col )).
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Fig. 6. Illustration of the design example for sub-6G systems: a) Candidate sub-6G antennas of the DBRAA; b) Candidate sub-6G antennas of (P1-S); c)
Selected sub-6G antennas by solving (P1-S); d) Selected sub-6G antennas by solving (P1).

We also analyze the convergence of the FS-JBAS algo-
rithm, which consists of the ABAS algorithm and a fast
search procedure. In the ABAS algorithm, Fs and p are
iteratively optimized to minimize the objective function. Since
the objective value in each iteration does not increase com-
pared to the previous iteration, the convergence of the ABAS
algorithm is guaranteed. In the fast search procedure, a total
of IF iterations are performed. In each iteration, the solution
from the previous iteration serves as the initial value, and
the globally optimal solution is obtained through a traversal
search method. Consequently, the performance of the current
iteration is never worse than that of the previous iteration,
ensuring the convergence of the fast search procedure. In
summary, the FS-JBAS algorithm converges.

C. Design Example

Now, we provide an example to facilitate the understanding
of the sub-6G beamforming design. As illustrated in Fig. 6,
we consider a DBRAA operating at fm = 30 GHz and fs =
5 GHz, where the numbers of mmWave antennas in each
row and column are both 14. According to Section II-A, the
mmWave antennas can form at most 13×13 candidate sub-6G
antennas, as shown in Fig. 6a). We set the minimum antenna
spacings as Hs = Vs = 6 to avoid the coupling effects, which
implies that the distance between adjacent sub-6G antennas
is no less than the half carrier wavelength of sub-6G band.
Then, nine candidate sub-6G antennas of (P1-S) in (27) are
illustrated in Fig. 6b). Suppose Ns = 4 sub-6G antennas are
selected. By solving (P1-S) via Algorithm 1, we can select
four antennas from the nine candidate sub-6G antennas, as
shown in Fig. 6c). These four antennas are taken as the initial
values of the FS-JBAS algorithm. Then, we perform the fast
search procedures in Section IV-B, and four antennas can
be selected from the 13 × 13 candidate sub-6G antennas, as
illustrated in Fig. 6d).

Remark 5: The candidate sub-6G antennas for (P1-S) are
the same as those in CAS with the half-wavelength intervals.
Using the solution of (P1-S) as the initial values for the FS-
JBAS algorithm offers two key advantages. First, by perform-
ing the FS-JBAS algorithm to enhance the performance, we

can ensure that the performance of the proposed DBRAA will
never be worse than that of the conventional sub-6G antenna
array with antenna selection, thanks to the convergence of
the FS-JBAS algorithm. Second, initializing with the solution
of (P1-S) allows the FS-JBAS algorithm to converge more
quickly, as will be demonstrated in the simulation results.

V. MMWAVE BEAMFORMING DESIGN

In this section, we design the beamforming for mmWave
systems by solving (P2) in (25), where an ADMM-RHB
algorithm is developed.

To solve (25), we first introduce an auxiliary variable Fm

defined as

Fm = FRFFBB. (55)

Accordingly, the sum-rate in (16) can be rewritten as

Rm =

Km∑
k=1

log2

(
1 +

|hH
m,kfm,k|2∑Km

i=1,i̸=k |hH
m,kfm,i|2 + σ2

m

)
, (56)

where fm,k ≜ [Fm]:,k. The constraint of the beamforming
gain requirements in (21) can be rewritten as∥∥FH

m (α(Nrow, φm,t)⊗α(Ncol, ϑm,t))
∥∥
2
≥ Υm,t. (57)

The power constraint in (25c) can be rewritten as

∥Fm∥2F ≤ Pm. (58)

Thus, (25) is reformulated as

max
Fm,fP,S,FBB

Km∑
k=1

Rm (59a)

s.t. (18), (19), (20), (55), (57), (58). (59b)

The optimization in (59) is challenging because of the
nonconvex log-sum objective in (59a), nonconvex constant
modulus constraint in (19), binary constraint in (20), noncon-
vex equality constraint in (55), and nonconvex beamforming
gain constraint in (57). In the following, we address these
challenging objectives and constraints to solve (59).

We first address the nonconvex log-sum objective. Due to
the equivalence between the maximization of the sum-rate
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and the minimization of the WMMSE [46], (59a) can be
converted to

min
uk,wk,Fm,fP,S,FBB

Km∑
k=1

wkek − logwk, (60)

where

ek ≜ |ukhH
m,kfm,k − 1|2 +

Km∑
i=1,i̸=k

|ukhH
m,kfm,i|2 + σ2

m|uk|2,

(61)

wk is the weighting coefficients, and uk is the receiving
weights of the kth user.

The nonconvex equality constraints in (18) and (55) pose
great challenges to the optimization of (59). To streamline the
problem, we combine (18) and (55) into

Fm = diag{fP}SFBB. (62)

Next, we employ the penalty method to remove the constraint
and integrate it into the objective as

L(uk, wk,Fm,fP,S,FBB,D)

≜
Km∑
k=1

wkek − logwk +
1

2ρ
∥Fm − diag{fP}SFBB + ρD∥2F,

(63)

where ρ is the penalty parameter, and D is the dual variable
of the constraint in (62). Thus, (59) can be rewritten as

min
uk,wk,Fm,fP,S,FBB,D

L(uk, wk,Fm,fP,S,FBB,D)

s.t. (19), (20), (57), (58). (64)

Note that (64) is a mixed-integer programming problem,
and difficult to solve. Then, we develop an ADMM-RHB
algorithm to divide it into several tractable subproblems.

First, to ensure high beamforming gains for communication
users and sensing targets, we initialize the ADMM-RHB
algorithm by setting Fm to F̃

(0)
m , where[

F̃ (0)
m

]
:,k

=κ

(
hm,k+

T∑
t=1

α(Nrow, φm,t)⊗α(Ncol, ϑm,t)

)
.

(65)

In (65), κ is the scaling factor ensuring the power constraint
in (58) is satisfied. By adopting the manifold optimization-
based hybrid beamforming algorithm in [44], we can initialize
FRF and FBB as F̃ (0)

RF and F̃
(0)
BB , respectively. In addition, we

initialize D as D̃(0) = ONp×Ks
.

In the ith iteration, we sequentially update uk, wk, Fm, fP,
S, FBB, and D. For ease of notation, we denote the updated
values of uk, wk, Fm, fP, S, FBB, and D in the (i − 1)th
iteration as uk, wk, Fm, fP, S, FBB, and D, respectively.

1) Optimization of uk: When fixing other variables and
optimizing uk, (64) can be converted to

min
uk

L
(
uk, wk,Fm,fP,S,FBB,D

)
. (66)

Note that (66) is an unconstrained optimization problem.
Letting ∂L

(
uk, wk,Fm,fP,S,FBB,D

)
/∂uk = 0, we can

express the solution of (66) as

ũ
(i)
k =

f
H

m,khm,k∑Km

i=1

∣∣fH

m,ihm,k

∣∣2 + σ2
m

, (67)

where fm,k ≜ [Fm]:,k.
2) Optimization of wk: When fixing other variables and

optimizing wk, (64) can be converted to

min
wk

L
(
uk, wk,Fm,fP,S,FBB,D

)
. (68)

Note that (68) is also an unconstrained optimization problem.
Letting ∂L

(
uk, wk,Fm,fP,S,FBB,D

)
/∂wk = 0, we can

express the solution of (68) as

w̃
(i)
k = 1/ek, (69)

where ek is obtained by substituting ũ(i)k and fm,k into (61).
3) Optimization of Fm: When fixing other variables and

optimizing Fm, (64) can be converted to

min
Fm

Km∑
k=1

w̃
(i)
k

|ũ(i)k hH
m,kfm,k−1|2+

Km∑
i=1,i̸=k

|ũ(i)k hH
m,kfm,i|2


+

1

2ρ
∥Fm − diag{fP}SFBB + ρD∥2F

s.t. (57), (58). (70)

The nonconvex constraint in (57) makes (70) challenging to
solve. Therefore, we develop a successive convex approxi-
mation method to solve (70). Similar to (37), the nonconvex
beamforming constraint (57) can be relaxed to

2R
{
rHBr

}
− rHBr ≥ Υm,t, (71)

where r ≜ vec{Fm} and r denotes the solution of r in the
previous iteration, B ≜ IKm

⊗B, and B =
(
α(Nrow, φm,t)⊗

α(Ncol, ϑm,t)
)(
α(Nrow, φm,t)⊗α(Ncol, ϑm,t)

)H
. Then, the

approximated convex problem of (70) can be expressed as

min
Fm

Km∑
k=1

w̃
(i)
k

|ũ(i)k hH
m,kfm,k−1|2+

Km∑
i=1,i̸=k

|ũ(i)k hH
m,kfm,i|2


+

1

2ρ
∥Fm − diag{fP}SFBB + ρD∥2F

s.t. (58), (71). (72)

By iteratively solving (72), we can obtain at least a local
optimum of (70). We omit the details and denote the solution
of (70) as F̃

(i)
m .

4) Optimization of fP and S: When fixing other variables,
the optimization of fP and S can be expressed as

min
fP,S
∥Fk − diag{fP}SFBB∥2F

s.t. (19), (20), (73)

where Fk ≜ Fm + ρD. Note that each row of fP and S is
independent of each other. Therefore, we can divide (73) into
Nm subproblems, where the mth subproblem is expressed as

min
fP,m,sm

∥fk,m − fP,mF
T

BBsm∥22

s.t. |fP,m| = 1 and [sm]u ∈ {0, 1}. (74)
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Algorithm 3 Alternating Direction Method of Multipliers-
based Reconfigurable Hybrid Beamforming Algorithm

1: Input: Nrow, Ncol, NRF, Km, Tm, Hm, φm,t, and ϑm,t.
2: Initialization: Initialize Fm as F̃

(0)
m via (65).

3: Obtain F̃
(0)
RF and F̃

(0)
BB based on [44].

4: D̃(0) ← ONp×Ks , i← 1.
5: while stop conditions are not satisfied do
6: Obtain ũ(i)k via (67).
7: Obtain w̃(i)

k via (68).
8: Obtain F̃

(i)
m via (70).

9: Obtain f̃
(i)
P and S̃(i) via (81).

10: Obtain F̃
(i)
BB via (83).

11: Obtain D̃(i) via (84).
12: i← i+ 1.
13: end while
14: Obtain the current iteration number i.
15: Obtain f̂P, Ŝ, and F̂BB via (85).
16: Output: f̂P, Ŝ, and F̂BB.

where fk,m ≜ [Fk]
T
m,:, fP,m ≜ [fP]m, and sm ≜ [S]Tm,:.

Note that sm has NRF entries and each entry has only
two possible values. Therefore, sm has totally 2NRF possible
values. In practice, the number of RF chains is usually small,
e.g., four or eight. As a result, the set of possible values for
sm is relatively limited. To this end, we exhaustively test
every possible value of sm. We denote the bth possible value
of sm as s(b)m , for b = 1, 2, · · · , 2NRF . When testing s(b)m , (74)
can be converted as

min
fP,m

∥∥∥fk,m − fP,mF
T

BBs
(b)
m

∥∥∥2
2

s.t. |fP,m| = 1. (75)

Note that the objective of (75) can be expressed as

∥fk,m − fP,mF
T

BBs
(b)
m ∥22

=
(
fk,m − fP,mF

T

BBs
(b)
m

)H (
fk,m − fP,mF

T

BBs
(b)
m

)
=∥fk,m∥22 + ∥F

T

BBs
(b)
m ∥22 − 2R

{
fP,mfH

k,mF
T

BBs
(b)
m

}
.

(76)

Since fk,m and F
T

BBs
(b)
m are irrelevant to fP,m, the optimal

solution of (75) can be expressed as

f
(b)

P,m = exp
{
−jA

(
fH
k,mF

T

BBs
(b)
m

)}
, (77)

where A(·) denotes the phase of a complex number. Then,
the objective of (75) can be calculated as

C(b)
m =

∥∥∥fk,m − f
(b)

P,mF
T

BBs
(b)
m

∥∥∥2
2
. (78)

We select the value of sm that minimizes the objective by

b∗ = min
b=1,2,··· ,2NRF

C(b)
m . (79)

Then, the optimal solution of (74) can be expressed as

f̃P,m = f
(b∗)

P,m, and s̃m = s(b
∗)

m . (80)

By combining the solutions of the Np subproblems in (74),
the optimal solution of (73) can be expressed as

f̃
(i)
P =

[
f̃P,1, f̃P,2, · · · , f̃P,Np

]T
,

S̃(i) =
[
s̃1, s̃2, · · · , s̃Np

]T
. (81)

5) Optimization of FBB: When fixing other variables and
optimizing FBB, (64) can be converted to

min
FBB

∥∥∥Fk − diag
{
f̃
(i)
P

}
S̃(i)FBB

∥∥∥2
F
. (82)

Note that (82) is an unconstrained least-squares problem and
its optimal solution can be expressed as

F̃
(i)
BB =

(
F̃

(i)H
RF F̃

(i)
RF

)−1

F̃
(i)H
RF Fk, (83)

where F̃
(i)
RF = diag

{
f̃
(i)
P

}
S̃(i).

6) Updates of D: According to the convention of the
ADMM, we update the dual variables, D, via

D̃(i) = D +
1

ρ

(
F̃ (i)
m − F̃

(i)
RFF̃

(i)
BB

)
. (84)

We iteratively perform the procedures from (68) to (84)
until one of the following two stop conditions is satisfied.

i) The predefined maximum number of iterations IM is
reached.

ii) The disparity between the current beamformer and
the fomer one is less than a predefined threshold ϵ, i.e.,∥∥∥F̃ (i)

RFF̃
(i)
BB − F̃

(i−1)
RF F̃

(i−1)
BB

∥∥∥2
F
≤ ϵ.

Denote the number of iterations at this time as i. Then, the
final solutions of (P2) are expressed as

f̂P = f̃
(i)
P , Ŝ = S̃(i), and F̂BB = F̃

(i)
BB. (85)

Finally, we summarize the developed ADMM-RHB algo-
rithm in Algorithm 3.

Now, we analyze the computational complexity of the
ADMM-RHB algorithm. The ADMM-RHB algorithm in-
volves at most IM iterations. In each iteration, the algorithm
sequentially optimizes uk, wk, Fm, fP, S, FBB, and D. The
optimization of uk in (67) has a computational complexity
of O(KmNm), while the optimization of wk in (69) has
a computational complexity of O(Km). The optimization
of Fm is performed by iteratively solving (72), which is a
quadratic programming problem with a computational com-
plexity of O(N3.5

m K3.5
m ). Let IS denote the maximum number

of iterations required to solve (72). Thus, the computational
complexity of optimizing Fm is O(ISN3.5

m K3.5
m ). The opti-

mization of fP is performed entry-wise, with 2NRF tests of
sm conducted for each entry. Therefore, the computational
complexity of optimizing fP and S is O(Nm2

NRF). The
optimization of FBB in (83) has a computational complexity
of O(NmNRF+N

3
RF). The update of D is performed using a

closed-form expression, and its computational complexity is
negligible. In summary, the computational complexity of the
ADMM-RHB algorithm is O(IM(ISN

3.5
m K3.5

m +Nm2
NRF)).

We also analyze the convergence of the ADMM-RHB
algorithm. The algorithm iteratively optimizes uk, wk, Fm,
fP, S, FBB, and D to minimize the objective function
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Fig. 7. Comparisons of the beamforming designs with different structures in terms of the beamforming gains: a) Fully digital structure; b) Fully-connected
hybrid beamforming structure; c) Partially-connected hybrid beamforming structure; d) Dynamic hybrid beamforming structure; e) Reconfigurable hybrid
beamforming structure.

in (63). In each optimization step, either a closed-form
solution is obtained or the variables are iteratively updated
based on prior values. As a result, the objective function is
guaranteed to be monotonically non-increasing throughout the
optimization process. Furthermore, through the iterative dual
variable updates in ADMM, the enforcement of constraints is
progressively strengthened. Consequently, the hybrid beam-
former FRFFBB asymptotically approaches the fully-digital
beamformer Fm. In summary, the ADMM-RHB algorithm
converges as the objective function decreases monotonically
and the constraints in (62) are increasingly enforced.

VI. SIMULATION RESULTS

Now we evaluate the performance of the dual-band ISAC
systems with the DBRAA. The sub-6G system operates at
fs = 5 GHz and the mmWave system operates at fm =
30 GHz, which implies that the carrier wavelength of the
former is six times that of the latter. Therefore, we set
the minimum antenna spacings as Hs = Vs = 6. We set
Lm,k = 3 and Ls,k = 5 for the mmWave and sub-6G
channels, respectively. The noise power of both systems is
normalized as σ2

m = σ2
s = 1.

A. Evaluating the Performance of mmWave Systems

First, we evaluate the performance of the mmWave systems
with the RHB structure.

In Fig. 7, we compare the beamforming performance of
different beamforming structures in terms of the beamforming

gains. The mmWave antenna array is set with Nrow = Ncol =
14, resulting in Nm = 196 antennas in total. Both the number
of mmWave users and the number of RF chains are set
to four. The sensing targets are located in a region defined
by surrogate azimuth and elevation angles ranging from 0.5
to 0.7. The minimum sensing beamforming gain is set to
Υm,t = 11. The mmWave transmit power is set to 7. From the
figure, the FD structure demonstrates the best performance
for both sensing and communications due to its maximum
design flexibility. The fully-connected hybrid beamforming
(FCHB) structure closely approaches the performance of the
FD structure but shows slight distortion in the sensing region.
The partially-connected hybrid beamforming (PCHB) struc-
ture exhibits the worst performance among all methods due to
its limited design flexibility. The DHB structure significantly
outperforms the PCHB structure due to the introduction of
a switch network. Nonetheless, it performs worse than the
FCHB structure because it uses far fewer phase shifters.
The RHB structure, which offers higher design flexibility in
the switch network than the DHB structure, achieves higher
beamforming gains for communications and a more regular
sensing region.

In Fig. 8, we compare different beamforming structures in
terms of the sum-rate for different SNRs. The antenna array,
the number of mmWave users, and the number of RF chains
are configured the same as those in Fig. 7. The results show
that the FD exhibits the best performance, followed by the
FCHB, the RHB, and the DHB, with the PCHB showing
the worst performance. Notably, the proposed RHB structure
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Fig. 8. Comparisons of different mmWave beamforming structures in terms
of the sum-rate for different SNRs.
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Fig. 9. Trade-off between the communication sum-rate and sensing
beamforming gain for different mmWave beamforming structures.

outperforms the DHB structure and closely approaches the
performance of the FCHB structure, confirming the effective-
ness of the proposed method.

In Fig. 9, we illustrate the trade-off between the com-
munication sum-rate and the sensing beamforming gain for
different mmWave beamforming structures, where the antenna
array, the number of mmWave users, the number of RF chains,
and the transmit power are set the same as those in Fig. 7.
From the figure, the communication sum-rate decreases with
the increase of the sensing beamforming gain. This is because
the total power of sensing and communications is fixed, and
the increase in power consumed by sensing will lead to the
decrease in the communication performance. In addition, the
proposed RHB performs better than the DHB with similar
hardware complexity, which verifies again the effectiveness
of the proposed method.

B. Evaluating the Performance of Sub-6 GHz Systems

In the following, we evaluate the performance of the sub-
6G systems with the RAS structure.

In Fig. 10, we compare the sub-6G systems with different
array structures, where the number of sub-6G antennas is
Ns = 4. The horizontal axis represents the number of
antennas in each row and column of the mmWave antenna
array used for forming sub-6G antennas. The CAS, which has
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Fig. 10. Comparisons of different sub-6G systems for different numbers of
mmWave antennas.
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Fig. 11. Comparisons of different sub-6G systems for different numbers of
users.

the same aperture as the mmWave antenna array with half-
wavelength spacing between adjacent candidate antennas, is
used as a benchmark. Another benchmark is the fixed array,
which has fixed Ns antennas with half-wavelength spacings.
When Nrow and Ncol are less than 13, the array panel can
only hold four candidate sub-6G antennas, resulting in CAS
performing the same as the fixed array. The minimum sensing
beamforming gain, Υs,t, and the SINR threshold, Γk, are
both set to 10. From the figure, as Nrow and Nrow increase,
the consumed power of the proposed RAS decreases due to
the increased design flexibility. Additionally, the RAS signifi-
cantly outperforms the CAS and fixed array, which verifies the
effectiveness of the proposed RAS structure. Furthermore, the
RAS with the FS-JBAS algorithm significantly outperforms
the RAS with random selection (RS), which demonstrates the
effectiveness of the proposed FS-JBAS algorithm.

In Fig. 11, we compare the sub-6G systems with different
array structures in terms of different numbers of users, where
the number of sub-6G antennas is Ns = 5. The mmWave
antenna array is configured with Nrow = Ncol = 14. The
minimum sensing beamforming gain, Υs,t, and the SINR
threshold, Γk, are both set to 10. The figure shows that when
the number of users is fewer than four, all methods require
low transmit power. However, when the number of users
reaches five, the transmit powers for RAS (RS), fixed array,
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Fig. 12. Comparisons of different initialization methods for the FS-JBAS
algorithm.

and CAS increase significantly, whereas the transmit power
for RAS (FS-JBAS) only increases slightly. This is because
the RAS enables more effective multiuser interference mit-
igation by finely adjusting the antenna positions, making it
more advantageous in complex scenarios.

In Fig. 12, we compare different initialization methods for
the FS-JBAS algorithm, where the sub-6G array is set as
Ns = 4 and the mmWave array is set as Nrow = Ncol = 14.
The number of sub-6G users is set as Ks = 4. The minimum
sensing beamforming gain, Υs,t, and the SINR threshold, Γk,
are both set to 10. The random initialization, which randomly
configures sub-6G antennas to initialize the FS-JBAS algo-
rithm, and the fixed initialization, which initializes the FS-
JBAS algorithm using a fixed array, are used as benchmarks.
The figure demonstrates that ABAS initialization outperforms
both random and fixed initialization in terms of convergence
speed and performance, verifying the effectiveness of the
proposed ABAS initialization method.

VII. CONCLUSION

In this paper, a DBRAA, enabling wireless capabilities
in both sub-6G and mmWave bands using a single array,
has been proposed. An RAS structure and an RHB structure
have been developed for the sub-6G and mmWave bands,
respectively. ISAC in sub-6G and mmWave bands using
the DBRAA has been investigated and a dual-band ISAC
beamforming design problem has been formulated. An FS-
JBAS algorithm and an ADMM-RHB algorithm have been
developed for the sub-6G and mmWave beamforming designs,
respectively. Simulation results have shown that the RAS
structure outperforms the conventional CAS structure and
RHB structure outperforms the existing DHB structure. In
future work, we will continue to investigate the performance
of DBRAA for sensing and communications, with a primary
focus on developing efficient beamforming algorithms for
real-time implementation.
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