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Abstract—In this paper, to suppress jamming in the com-
plex electromagnetic environment, we propose a joint transmit
waveform and receive filter design framework for integrated
sensing and communications (ISAC). By jointly optimizing the
transmit waveform and receive filters, we aim at minimizing
the multiuser interference (MUI), subject to the constraints of
the target mainlobe, jamming mainlobe and peak sidelobe level
of the receive filter output as well as the transmit power of
the ISAC base station. We propose two schemes to solve the
problem, including joint transmit waveform and matched filter
design (JTMD) and joint transmit waveform and mismatched
filter design (JTMMD) schemes. For both schemes, we adopt the
alternating direction method of multipliers to iteratively optimize
the transmit waveform and receive filters, where the number
of targets as well as the range and angles of each target can
also be estimated. Simulation results show that both the JTMD
and JTMMD schemes achieve superior performance in terms of
communication MUI and radar detection performance.

Index Terms—Alternating direction method of multipliers
(ADMM), integrated sensing and communications (ISAC), mis-
matched filter, waveform design.

I. INTRODUCTION

Integrated sensing and communications (ISAC), as a key
technology for the sixth-generation (6G) wireless standard,
has attracted wide interest from both the academia and indus-
try [1]–[4]. Different from traditional approaches that design
communications and sensing separately, ISAC can share the
hardware and wireless resources to perform radar sensing
and wireless communications simultaneously and can achieve
mutual benefits.

One crucial challenge for ISAC is waveform design. Radar
prefers constant waveform for target detection, while the
randomness of communication symbols causes the commu-
nication waveform to be time-varying. Therefore, The dual-
functional waveform design needs to balance the different
requirements of sensing and communications. Various design
metrics have been adopted to meet different design goals [5]–
[7]. For example, by minimizing the multiuser interference
(MUI), the ISAC waveform is designed subject to the con-
straints of peak-to-average power ratio and the similarity
constraint to a radar chirp signal [5]. The ISAC waveform
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is designed through minimizing the beampattern matching
error subject to the communication quality-of-service require-
ments [6]. More recently, the robust waveform design problem
is considered, where the waveform is optimized by minimizing
the MUI subject to the radar beampattern constraint and the
total transmit power constraint [7].

However, the aforementioned radar metrics, such as the
similarity constraint to a radar chirp signal, do not necessarily
ensure satisfactory performance for target detection. Therefore,
we adopt the mainlobe level and peak sidelobe level as the
radar performance metric. On the other hand, most of the
existing works consider ISAC in an ideal electromagnetic
environment and do not take radar jamming into consideration.
In fact, the interrupted sampling repeater jamming (ISRJ) is
a crucial and widely used radar jamming in modern radar
warfare [8]. The ISRJ can generate a series of false targets,
seriously degrading radar performance and thus affecting the
ISAC overall performance. To suppress the ISRJ, transmit
waveform design and receive filter design are the two main
aspects. By optimizing the orthogonal phase coding waveform,
an improved genetic algorithm is proposed to mitigate the
ISRJ [9]. Through exploiting the different time-frequency
features of the ISRJ and target echo signal, the receive filter
is designed to separate the ISRJ signal from the original
signal [10]. To further enhance the anti-jamming performance,
joint transmit waveform and receive filter design has been con-
sidered for radar systems, using alternating direction method
of multipliers (ADMM) [11], majorization minimization [12],
or gradient-based nonlinear programming together with the
Lagrange multiplier method [13]. To the best knowledge of
the authors, joint transmit waveform and receive filter design
with the ISRJ has not yet been considered for the ISAC system.

In this paper, to suppress jamming in the complex electro-
magnetic environment, we propose a joint transmit waveform
and receive filter design framework for the ISAC system. By
jointly optimizing the transmit waveform and receive filters,
we aim at minimizing the MUI, subject to the constraints of
the target mainlobe, jamming mainlobe and peak sidelobe level
of the receive filter output, as well as the transmit power of the
ISAC base station (BS). We propose two schemes to solve the
problem, including joint transmit waveform and matched filter
design (JTMD) and joint transmit waveform and mismatched
filter design (JTMMD) schemes. For both schemes, we adopt
the ADMM to iteratively optimize the transmit waveform and
receive filters, where the number of targets as well as the range
and angles of each target can also be estimated.

Notations: Symbols for matrices and vectors are denoted
in boldface, i.e., m,m and M denote a scalar, a vector and
a matrix, respectively. (·)T, (·)H, ∥ · ∥2 and ∥ · ∥F represent
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the transpose, the conjugate transpose, the ℓ2-norm, and the
Frobenius norm, respectively. ⊛ and ⊙ denote the convolution
operation and the Hadamard product, respectively. M [:, n]
represents the nth column of the matrix M . m[n] represents
the nth entry of the vector m. CN (m,R) denotes the complex
Gaussian distribution whose mean is m and covariance matrix
is R. C represents the set of complex-valued numbers.

II. SYSTEM MODEL

As shown in Fig. 1, we consider an ISAC system, where an
ISAC BS serves M single-antenna communication users and
senses W targets simultaneously. The ISAC BS is equipped
with Nt transmit antennas and Nr receive antennas. The anten-
nas are placed in uniform linear arrays with half-wavelength
intervals. Note that although this work focuses on narrow-
band waveform design for the ISAC system, the proposed
schemes can be readily extended to wideband scenarios, e.g.,
the OFDM framework.

For wireless communications, the received signal by the M
users can be expressed as

Yc = HX +Nc, (1)

where Yc ∈ CM×P is the received signal, X ∈ CNt×P is
the ISAC transmit waveform, and P denotes the number of
time slots. The communication channel H ∈ CM×Nt is flat
Rayleigh fading which remains constant within one communi-
cation frame and we assume that H is accurately estimated by
the ISAC BS based on pilot symbols. Nc ≜ [nc,1, . . . ,nc,P ] ∈
CM×P is the additive white Gaussian noise (AWGN), with
nc,p ∼ CN (0, σ2

cIM ), ∀p ∈ P ≜ {1, 2, . . . , P}.
Given the desired constellation symbol matrix S ∈ CM×P ,

we can rewrite the received signal as

Yc = S +Ξ +Nc, (2)

where Ξ ≜ HX − S is the MUI among the M users.
Note that the sum-rate and signal-to-interference-plus-noise
ratio are typically adopted as the performance metrics in
the beamforming design, while the MUI which considers
the performance of all communication symbols as a whole
is widely adopted as the performance metric in waveform
design [5], [7].

For radar sensing, we consider a scenario of the complex
electromagnetic environment, where various jamming signals
exist. In particular, the ISRJ is a widely considered jamming
which can generate false targets and degrade radar detection
performance. By leveraging the rectangular pulse train to sam-
ple the transmit signal [8], the interrupted sampling function
is defined as

g(t) = rect
( t

Tp

)Ns−1∑
n=0

δ(t− nTs), (3)

where Tp denotes the pulse width, Ts denotes the sampling
repetition period, and Ns is the number of jamming slices.
We use g to represent the interrupted sampling function in
discrete time. Following [11], the ISRJ signal is denoted as
Υ = X ⊙ g.

Fig. 1. Illustration of ISAC system with jamming.

Note that the combiner is applied first, followed by the
receive filtering since the combiner can enhance the echo
signal from the detection angle while suppressing signals from
other directions [14]. If the combiner is applied first, the
number of signals to be processed is significantly reduced,
and the signal-to-noise ratio (SNR) is greatly improved, which
facilitates the subsequent receive filtering. Therefore, the ISAC
BS first uses L combiners, with the lth combiner denoted as
a(Nr, θl), ∀l ∈ L ≜ {1, 2, . . . , L}, to filter the received signal
for target detection, where

a(N, θ) =
1√
N

[
1, ejπ sin(θ), . . . , ej(N−1)π sin(θ)

]T
, (4)

is the steering vector of N antennas towards the angle θ, and θl
is the detection angle of the ISAC BS. Therefore, the received
signal by the ISAC BS, denoted as Ys ∈ CNr×P , can be
expressed as

Ys =

W∑
w=1

αwa(Nr, ϕw)a
H(Nt, ϕw)X

+ α0a(Nr, φ)a
H(Nt, φ)Υ +Ns, (5)

where α is the complex amplitude, ϕw is the angle of
the wth target, φ is the angle of the jammer, and Ns ≜
[ns,1, . . . ,ns,P] ∈ CNr×P is the AWGN, with ns,p ∼
CN (0, σ2

s INr). In this work, the angles of targets and the
jammer are unknown. We try L different detection angles
{θl, ∀l ∈ L} to detect the potential targets, where L can be
flexibly set according to the requirement of angle precision.
The output signal of the lth combiner can be denoted as
yl =

(
aH(Nr, θl)Ys

)T
. After ignoring the constant terms,

the potential target component and the potential jamming
component can be expressed as yt,l =

(
aH(Nt, θl)X

)T
and

yj,l =
(
aH(Nt, θl)Υ

)T
, ∀l ∈ L, respectively.

To detect the potential targets from yl, the receive filtering
is generally employed. Denote the impulse response of the lth
receive filter as vl ∈ CP . Then, the receive filter output can
be expressed as

zl = vl ⊛ yl,∀l ∈ L. (6)
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We denote the potential target component and the potential
jamming component of zl as bl = vl ⊛ yt,l and dl = vl ⊛
yj,l,∀l ∈ L, respectively. The length of zl is 2P − 1, and the
P th entry is the matched point. Thus, the power of the P th
entry of zl, denoted as

∣∣zl[P ]
∣∣2, is the mainlobe level, while

the power of the other 2P − 2 entries is the sidelobe levels.

III. JOINT TRANSMIT WAVEFORM AND RECEIVE FILTER
DESIGN

The transmit waveform from the ISAC BS is closely related
to the communication performance in terms of the MUI and
radar performance in terms of target detection. In fact, the
waveform design in this paper includes the beamforming
design of the ISAC BS, where each column of X is a
beamforming vector for a time slot. The matched filters,
as the widely used receive signal processing unit for radar
systems, indicate the correlation between the echo signal and
the transmit signal and can be carefully designed to improve
the target detection performance. In the following, we will
propose the JTMD scheme using the matched filter. Moreover,
since the mismatched filters offer more flexibility for the
system design and can better suppress the sidelobes, we will
propose the JTMMD scheme based on the JTMD scheme.

We jointly design the transmit waveform and receive filters,
aiming to minimize the MUI subject to the constraints of the
target mainlobe, jamming mainlobe and peak sidelobe level of
the receive filter output, the transmit power of the ISAC BS,
and the unit power of the receive filters. Then, the joint design
problem can be formulated as

min
X,v

∥Ξ∥F (7a)

s.t.
∣∣bl[P ]

∣∣2 ≥ ζl, ∀l ∈ L, (7b)∣∣dl[P ]
∣∣2 ≤ εl, ∀l ∈ L, (7c)∣∣zl[i]∣∣2 ≤ ϵl, ∀i ∈ I ≜ {1, 2, . . . , 2P − 1, i ̸= P},

(7d)∥∥X[:, p]
∥∥2
2
≤ Pt, ∀p ∈ P, (7e)

∥vl∥22 = 1, ∀l ∈ L, (7f)

where ζl, εl and ϵl represent the thresholds of the target main-
lobe, the jamming mainlobe, and the sidelobe, respectively. Pt

denotes the maximum transmit power of the ISAC BS. Note
that (7b) indicates the constraints of the target mainlobe and
(7c) indicates the constraints of the jamming mainlobe. Based
on (6), we use (7d) to indicate the constraints of the peak
sidelobe level of the receive filter output. (7e) is the transmit
power constraint of the ISAC BS and (7f) indicates the unit
power constraints of the receive filters.

A. JTMD Scheme

The matched filter, denoted as the conjugate of yt,l, can be
expressed as

vMF,l ≜
XHa(Nt, θl)∥∥XHa(Nt, θl)

∥∥
2

, ∀l ∈ L, (8)

where the normalization is to ensure the unit power of the
matched filter. We substitute vl in (7) by vMF,l and intro-
duce (8) as an additional constraint of (7). However, such
a problem is still non-convex. Before adopting the ADMM,
we introduce auxiliary vectors c ≜ [c1, . . . , cL]

T ∈ CL, q ≜
[q1, . . . , qL]

T ∈ CL, and γ ≜
[
γT
1 , . . . ,γ

T
L

]T ∈ C(2P−1)L.
Then, (7) can be transformed to

min
X,v

∥Ξ∥F

s.t. bl[P ] = cl, dl[P ] = ql, ∀l ∈ L,
|cl|2 ≥ ζl, |ql|2 ≤ εl, ∀l ∈ L,

zl = γl,
∣∣γl[i]

∣∣2 ≤ ϵl, ∀i ∈ I, ∀l ∈ L,∥∥X[:, p]
∥∥2
2
≤ Pt, ∀p ∈ P,

vl = vMF,l, ∀l ∈ L, (9)

where v ≜
[
vT
1 , . . . ,v

T
L

]T ∈ CPL. In the JTMD scheme,
the receive filter vl is specified as the matched filter vMF,l

through vl = vMF,l in (9) and is fixed once the transmit
waveform X is given. However, in this way, (9) becomes
a non-convex problem with respect to X and therefore is
difficult to solve. To deal with this problem, we retain vl

and leverage the augmented Lagrangian function to relax the
equality constraint vl = vMF,l. The augmented Lagrangian
function of this problem is

Lρ1(X,v, c, q,γ,κ, τ ,ω,λ)

= ∥Ξ∥F +

L∑
l=1

(
ρ1
2

∣∣∣bl[P ]− cl +
κl

ρ1

∣∣∣2
+

ρ1
2

∣∣∣dl[P ]− ql +
τl
ρ1

∣∣∣2 + ρ1
2

∥∥∥zl − γl +
ωl

ρ1

∥∥∥2
2

+
ρ1
2

∥∥∥vl − vMF,l +
λl

ρ1

∥∥∥2
2

)
, (10)

where κ ≜ [κ1, . . . , κL]
T ∈ CL, τ ≜ [τ1, . . . , τL]

T ∈
CL,ω ≜

[
ωT

1 , . . . ,ω
T
L

]T ∈ C(2P−1)L, and λ ≜[
λT
1 , . . . ,λ

T
L

]T ∈ CPL are the dual variables, and ρ1 > 0
is a penalty parameter. The variables are updated alternately
following the order {X,v, c, q,γ,κ, τ ,ω,λ} according to the
convention of ADMM.

We denote k as the iteration counter. Then, at the (k+1)th
iteration, we update X(k+1) by solving

min
X
∥Ξ∥F +

L∑
l=1

(
ρ1
2

∣∣∣bl[P ]− cl +
κl

ρ1

∣∣∣2
+

ρ1
2

∣∣∣dl[P ]− ql +
τl
ρ1

∣∣∣2 + ρ1
2

∥∥∥zl − γl +
ωl

ρ1

∥∥∥2
2

)
s.t.

∥∥X[:, p]
∥∥2
2
≤ Pt, ∀p ∈ P. (11)

The updating of v can be decomposed into L independent
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subproblems and solved in parallel as

v
(k+1)
l =argmin

vl

ρ1
2

∣∣∣bl[P ]− cl +
κl

ρ1

∣∣∣2
+

ρ1
2

∣∣∣dl[P ]− ql +
τl
ρ1

∣∣∣2 + ρ1
2

∥∥∥zl − γl +
ωl

ρ1

∥∥∥2
2

+
ρ1
2

∥∥∥vl − vMF,l +
λl

ρ1

∥∥∥2
2
, ∀l ∈ L. (12)

Note that (11) and (12) are convex and can be computed
using the CVX toolbox. Through (12), we can find that vl does
not always equal vMF,l during the optimization. However, the
primal feasibility and the dual feasibility of ADMM eventually
ensure that after the algorithm converges, vl = vMF,l, ∀l ∈ L.
Then, after omitting the terms independent of c, we can update
c by solving

min
c

L∑
l=1

ρ1
2

∣∣∣bl[P ]− cl +
κl

ρ1

∣∣∣2
s.t. |cl|2 ≥ ζl, ∀l ∈ L. (13)

By setting the gradient of cl to zero, we can obtain

cl =

bl[P ] + κl/ρ1, if |cl|2 ≥ ζl,√
ζl

bl[P ]+κl/ρ1∣∣bl[P ]+κl/ρ1

∣∣ , otherwise, ∀l ∈ L. (14)

Similarity, q and γ can be obtained respectively by

ql =

dl[P ] + τl/ρ1, if |ql|2 ≤ εl,√
εl

dl[P ]+τl/ρ1∣∣dl[P ]+τl/ρ1

∣∣ , otherwise, ∀l ∈ L,

γl[i] =

ηl[i], if
∣∣γl[i]

∣∣2 ≤ ϵl,√
ϵl

ηl[i]∣∣ηl[i]
∣∣ , otherwise, ∀i ∈ I, ∀l ∈ L,

(15)
where ηl ≜ zl +ωl/ρ1, ∀l ∈ L. Then, the dual variables are
updated as

κ
(k+1)
l = κ

(k)
l + ρ1

(
bl[P ]− cl

)
, ∀l ∈ L,

τ
(k+1)
l = τ

(k)
l + ρ1

(
dl[P ]− ql

)
, ∀l ∈ L,

ω
(k+1)
l = ω

(k)
l + ρ1

(
zl − γl

)
, ∀l ∈ L,

λ
(k+1)
l = λ

(k)
l + ρ1(vl − vMF,l), ∀l ∈ L. (16)

The complete procedures of the JTMD scheme are summa-
rized in Algorithm 1. The maximum number of iterations
is denoted as K. We initialize the transmit waveform as the
orthogonal LFM waveform to prioritize sensing requirements
and ensure robust sensing performance even under jamming
conditions [15], which can be denoted as

Xs[m, p] =
1√
NtP

ej2πm(p−1)/P ejπ(p−1)2/P . (17)

The bandwidth of (17) is normalized by sampling the
standard LFM waveform and setting the sampling interval as
the inverse of the signal bandwidth. In fact, the number of
targets, as well as the range and angles of each target, can also
be estimated. If there exists a target in the detection angle θl,
a peak will occur in |zl|. Therefore, we can estimate W as the
total number of peaks of |zl|. Then we can estimate ϕw as θl.

Algorithm 1 JTMD Scheme
Input: H,S, g.
Output: X , v.

1: Set X(0), v(0) with Xs by (8).
2: Set c(0), q(0),γ(0),κ(0), τ (0),ω(0) and λ(0) zero.
3: Set k ← 0.
4: while k < K do
5: k ← k + 1.
6: Update X(k) by solving (11).
7: Update v(k) by solving (12).
8: Update c(k), q(k) and γ(k) by (14) and (15).
9: Update κ(k), τ (k),ω(k) and λ(k) by (16).

10: end while
11: X ←X(K),v ← v(K).

Based on the locations of the peaks of |zl|, ∀l ∈ L, we can
estimate the round-trip delay which essentially corresponds to
the range of each target according to the principle of radar
ranging in [16, Ch 7.2].

B. JTMMD Scheme

Based on the JTMD scheme, we further consider the JT-
MMD scheme, since the mismatched filters can better suppress
the jamming and sidelobe levels. By introducing auxiliary
vectors e ≜ [e1, . . . , eL]

T ∈ CL, r ≜ [r1, . . . , rL]
T ∈ CL, ξ ≜[

ξT1 , . . . , ξ
T
L

]T ∈ C(2P−1)L, and β ≜
[
βT
1 , . . . ,β

T
L

]T ∈ CPL,
we can transform (7) into

min
X,v

∥Ξ∥F

s.t. bl[P ] = el,dl[P ] = rl, ∀l ∈ L,
|el|2 ≥ ζl, |rl|2 ≤ εl, ∀l ∈ L,

zl = ξl,
∣∣ξl[i]∣∣2 ≤ ϵl, ∀i ∈ I, ∀l ∈ L,∥∥X[:, p]
∥∥2
2
≤ Pt, ∀p ∈ P,

vl = βl,
∥∥βl

∥∥2
2
= 1, ∀l ∈ L. (18)

We still adopt the ADMM to solve this problem. The
augmented Lagrangian function of (18) is

Lρ2(X,v, e, r, ξ,β,ϖ,ϱ,µ, ς)

= ∥Ξ∥F +

L∑
l=1

(
ρ2
2

∣∣∣bl[P ]− el +
ϖl

ρ2

∣∣∣2
+

ρ2
2

∣∣∣dl[P ]− rl +
ϱl
ρ2

∣∣∣2 + ρ2
2

∥∥∥zl − ξl +
µl

ρ2

∥∥∥2
2

+
ρ2
2

∥∥∥vl − βl +
ςl
ρ2

∥∥∥2
2

)
, (19)

where ϖ ≜ [ϖ1, . . . , ϖL]
T ∈ CL,ϱ ≜ [ϱ1, . . . , ϱL]

T ∈
CL,µ ≜

[
µT

1 , . . . ,µ
T
L

]T ∈ C(2P−1)L, and ς ≜[
ςT1 , . . . , ς

T
L

]T ∈ CPL are the dual variables, and ρ2 > 0
is a penalty parameter. The variables are updated alternately
following the order {X,v, e, r, ξ,β,ϖ,ϱ,µ, ς}.

Since (19) and (10) have the same structure, we can directly
use Algorithm 1 to obtain X,v, e, r and ξ by replacing
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Algorithm 2 JTMMD Scheme
Input: H,S, g.
Output: X , v.

1: Set X(0), v(0) with Xs by (8).
2: Set e(0), r(0), ξ(0),β(0),ϖ(0),ϱ(0),µ(0) and ς(0) zero.
3: Set k ← 0.
4: while k < K do
5: k ← k + 1.
6: Update X(k),v(k), e(k), r(k), ξ(k) by Algorithm 1.
7: Update β(k) by (21).
8: Update ϖ(k),ϱ(k),µ(k) and ς(k) by (22).
9: end while

10: X ←X(K),v ← v(K).

[c, q,γ,λ,vMF,l] with [e, r, ξ,µ,βl]. After omitting the terms
irrelevant to β, we update β by

min
β

L∑
l=1

ρ2
2

∥∥∥vl − βl +
ςl
ρ2

∥∥∥2
2

s.t.
∥∥βl

∥∥2
2
= 1, ∀l ∈ L. (20)

By setting the gradient of βl to zero, we can obtain

βl =
vl + µl/ρ2
∥vl + µl/ρ2∥2

, ∀l ∈ L. (21)

The dual variables are updated as

ϖ
(k+1)
l = ϖ

(k)
l + ρ2

(
bl[P ]− el

)
, ∀l ∈ L,

ϱ
(k+1)
l = ϱ

(k)
l + ρ2

(
dl[P ]− rl

)
, ∀l ∈ L,

µ
(k+1)
l = µ

(k)
l + ρ2

(
zl − ξl

)
, ∀l ∈ L,

ς
(k+1)
l = ς

(k)
l + ρ2

(
vl − βl

)
, ∀l ∈ L. (22)

The complete procedures of the JTMMD scheme are sum-
marized in Algorithm 2.

Note that both the JTMD and JTMMD schemes can be
readily extended to wideband scenarios, e.g., extending to the
OFDM framework with the wideband channel modeling [17].

IV. SIMULATION RESULTS

To evaluate the system performance, we consider an ISAC
system, where an ISAC BS serves M = 2 communication
users and senses W = 2 targets simultaneously. The ISAC
BS is equipped with Nt = 32 transmit antennas and Nr = 16
receive antennas. The ISAC BS uses L = 8 combiners to
detect the angle space of interest and the maximum transmit
power of the ISAC BS is Pt = 2W. The pulse width and
the sampling repetition period of the jammer are set to be
Tp = 2.5us and Ts = 7.5us, respectively.

For fair comparisons, we extend the existing scheme
named parallel product complex circle manifold method
(P2C2M) [15] to the same scenario. By replacing the non-
convex constant modulus constraint with the convex transmit
power constraint in (7), we can modify the original problem
considered by P2C2M and adapt P2C2M for our problem. In
addition, since the transmit power constraint can provide more
degrees of freedom for the system design than the constant

0 50 100 150 200

Range Cell

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

N
o
rm

al
iz

ed
 A

m
p
li

tu
d
e 

(d
B

)

Fig. 2. Comparisons of the sidelobe levels under the same mainlobe level.

weak target

Fig. 3. Comparisons of weak target detection for different schemes.

modulus constraint, P2C2M can achieve better performance
in the considered scenario than in [15]. We first compare the
communication performance in terms of the MUI under SNR
of 10 dB. The MUI of JTMD and JTMMD is less than 10−5

and the MUI of P2C2M is less than 10−2. In other words, both
the proposed schemes and P2C2M can achieve satisfactory
MUI. Therefore, we focus on the comparisons of radar per-
formance. As shown in Fig. 2, we compare the mainlobe level
and sidelobe levels of the receive filter output. The ratio of the
mainlobe level over the peak sidelobe level of P2C2M, JTMD,
and JTMMD is around 15 dB, 35 dB and 60 dB, respectively.
Both the proposed schemes outperform P2C2M with lower
sidelobe levels under the same mainlobe level, demonstrating
the effectiveness of the proposed schemes.

To illustrate the target detection performance, we consider
the situation of detecting two targets, one of which is a strong
target located at the 100th range cell while the other one is a
weak target located at the 120th range cell [18]. We utilize the
constant false alarm rate detector for target detection with the
probability of false alarm fixed to be 10−5. The sensing SNR,
defined as the power ratio of the echo signal over the noise,
is 10 dB. As shown in Fig. 3, both the proposed schemes can
successfully detect two targets. P2C2M fails to detect the weak
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Fig. 4. Comparisons of the probability of detection versus SNRs.

target, since the weak target is overwhelmed by the jamming
and noise. In particular, the threshold to detect the weak target
for JTMMD is lower than that for JTMD, indicating that the
former achieves better performance of target detection than
the latter.

To evaluate the average detection performance, we show the
probability of detection under different SNR levels through
1000 Monte Carlo trials in Fig. 4. Both the proposed
schemes achieve much better target detection performance
than P2C2M. Moreover, JTMMD outperforms JTMD, illus-
trating that the mismatched filter achieves better performance
for target detection with jamming than the matched filter.

V. CONCLUSION

In this paper, we have proposed the JTMD and JTMMD
schemes for the ISAC system to suppress jamming, where
the number of the targets as well as the range and angles
of each target can also be estimated. Simulation results have
shown that both the JTMD and JTMMD schemes can achieve
superior performance in terms of communication MUI and
radar detection performance. In the future, we will explore
other advanced jamming suppression methods as well as
symbol-level design methods for the ISAC system.
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